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Abstract

In this paper, we propose a system for aligning the bilingual corpora to create the dictionary for English to Indian languages and vice versa which can be used in different Natural Language Processing applications. Different tools like POS Tagger, chunker and clause breaker are used for an effective and efficient alignment of corpora. These tools help to handle complex sentences, name entity and phrases in the sentences. This method gives a better accuracy than using the complete sentence as a whole. The tool is tested for six pairs among English, Hindi and Urdu languages.
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Introduction
Mankind always interested in gaining the knowledge from different languages. That is the main reason scientist always interested to develop technologies through which they can process the language and can consider the different limitation of the different languages. (ex:- grammar, dictionary etc.). With the human efforts there is lots of 
information of the structure of the different languages which is available in the form of corpus and can be used in different application of Natural Language Processing (NLP). With easier access of the bilingual corpora, NLP community is gaining a tendency of refining and processing these bilingual corpuses which can serve as the knowledge mesh in support of many 
applications such as automatic or human-aided translation, multilingual terminology and lexicography and trans-lingual coding etc. Alignment of these bilingual corpora on different level (sentence level, word level, paragraph level) can be useful in different aspects of NLP.
In linguistics, Lexicon represents the vocabulary of a language. Lexicon comprises the words, phrases and expression of the language which helps the people to express their thoughts and feelings with others in a particular language. Corpus techniques are used for complex machine translation. Corpus techniques give a better handling to differences in linguistic typology and recognize patterns and idioms effectively and efficiently. Real time translation is a computationally expensive task. But if we could create a dictionary using the corpus of different language then we can reduce this time. Using this dictionary we can reduce the complexity of the task in machine translation. So a lexicon building tool is developed which automate the process of word and phrase alignment in the bilingual parallel corpora. 
Different statistical approaches and alignment techniques are used for this tool. The NLP tools like POS and Chunker [1] and clause breaker are used for pre-processing of the corpus so that we can get an effective alignment and can break the complex sentences into simple sentences. NLP tools give the strength to lexicon building tool to handle complex sentences, name entity and phrases in the sentences.
The document is structured as follows. In the section 1 we have given the introduction. In the Next section outlines the related work. After that we discuss the alignment problem in section 3.  Our approach is given in section 4. Process flow is shown in section 5. Results and analysis are given in section 6. Finally in section 7, we have drawn the conclusions.
2 Related Work:
An earlier work [2] was presented for building the lexicon resources. There are other efforts also towards the building of lexicons in different languages. Using the Wordnet, an automatic generation of lexicon is described [3]. Lexicon development for Bengali language has also been presented [4]. In another work [5], a various instruments are used for lexicon building. Building the sub sentential alignment of a parallel corpus and extracting the bilingual lexicon from it has been of a very crucial importance for Statistical machine translation system. Mainly two types of techniques are used to solve the problem, the first is the dictionary lookup scheme in which a source to target language dictionary is directly used to align the words and the second is the statistical technique in which initially one can calculate the probabilities considering all possible combinations and then use the EM algorithm to converge to the correct probabilities. Next one can use this re-estimated data to find the correct alignment.  
Since the transliteration may not be produced the exact word in other language, generally similarity is found between the words using edit distance algorithm [6]. If similarity is more than 75% in the words they are said to be aligned. There may not be a perfect match and one may need to use the edit distance algorithm to find the similarity between the words and accept the pair with more than 75% similarity. This is the simplest approach as today dictionaries are available easily for most of the common languages. Named entity recognition engine [7] and transliteration engines are also available for using in this work.  If these resources are not available it would be very difficult to accomplish the task [8] even for a pair of language.
The other approach which is followed generally is the statistical approach. This is based on IBM alignment models [9]. These models are believed to handle 0:1, 1:0, 1:1, 1:n alignments. This approach takes the two parallel corpora and find the probability of aligning a word with another by taking all the possible combinations in the same sentence in two languages. This model cannot deal with the problem where one word is aligned to a group of words but yields good results for one to one alignments. This was the first of the IBM models [8]. The model two uses a zero order alignment model where different alignment positions are independent of each other. The model three and four use inverted zero order alignment model and first order alignment model respectively along with the fertility factor which takes into account the number of words aligned to a single source word. Along with these models, there is a phrasal approach which take cares of aligning the phrases [9] (more than one word) at a time. 
3 The Alignment problem:-

Let us look a slightly formal way of defining the problem of sentence and word alignment in the bilingual corpora. When we talked about aligning the corpora of two languages, the different language rules of the different language are really challenging task. There are following problem in the lexicon extraction in different languages:- 

Reordering: - The word reorder in the different language. For ex: - in Hindi, Urdu, Bengali sentences format is Subject, object and verb while in English it is Subject, verb, object. So mapping of the lexicon is a tough task.

One to many translation or many to one translation: - in different languages, some word of a language can be represented by a single word of the other language.

 She is going to school.

वह विद्यालय जा रही है|

In the above example English word ‘going’ word maps with the ‘जा रही’ in the Hindi language. 

Null word or dropping/inserting words: - Null word and dropping words can also be a problem in the lexicon extraction. It creates an ambiguity in calculating the probability in the corpora.
Indira Gandhi was the first female prime minister of India.

इंदिरा गाँधी भारत की प्रथम महिला प्रधानमंत्री थी.

In the above example ‘the’ is a dropping word. This has no Hindi translation. But it can be used with different sentence so probability of coming with some word can be high which gives a wrong mapping of the word.

Now we can say that alignment in the corpora can be four types:-one to one alignment, one to many alignments, many to one alignment and many to many alignments. The later one can be considered as phrase level alignment. In case of one to one alignment we assume that a word in one language gets translated into exactly one word in the other language also. If the length of sentence in two languages differs then we have to introduce a new word (null word) and we argue that some of the words in one language have no direct relation with words in other language and we map these words to null word. As it may not give good results ,we have to go for one to many and many to one alignments also we have to look at many to many (phrase level alignment) because more than word combined in source language can give more than one word translation in target language , if these are separated then the meaning is lost. 

4 Our approach:-

Our approach is given in the following steps in details:

1) Most of the complex sentences are made up of two or more clauses using some well-defined connectors. We can use this property of the complex sentences to break them into clauses, hence now we have to map into short clauses rather than big complex sentences. We use different NLP rules for decomposing the complex sentences into simple sentence.

BUT clause rule: - if two sentences are connected with ‘BUT’ then we can break that sentence over the word BUT. And can consider it two different simple sentences connected with BUT.
And clause rule: - if two sentences are connected with AND then we can decompose that sentence over ‘AND’ and consider the two sentences as different simple sentences.

Comma Rule: - a sentence can be decomposed over the comma.
Conjunction clause rule: - if two sentences are connected with some conjunction then that sentence can be consider as a complex sentence and can be decomposed into two simple sentences over the conjunction word. Conjunction word can when, where, how etc.
If clause rules: - If word can be consider as a connector in a complex sentence which can be used to decompose the sentence into simple sentences.
2) Now we further divide the clauses into subject, object and verb phrases. For example in English we have S V O structure so anything before the verb can be roughly treated as a part of subject phrase. From the starting verb to the last verb whatever we get becomes our verb phrase and after that whatever we get become our object phrase. We can get this information, where verb starts and end using a POS tagger.
3) After we have found the subject, verb and object phrase in English , we find the corresponding subject, verb and noun phrase in target language ( Hindi or Urdu) .For finding the subject phrase in Hindi / Urdu, we count the words till the number of nouns equals in the English language, and for verb and object we can follow the same technique as English. So we have one to one mapping between these subject, objects and noun chunks in two languages.

4) Now we calculate the alignment probabilities of every word from the given parallel corpus , but since we do not know the alignments we have to take all the possible alignments like

He is a boy

वह   एक लड़का  है|

So we calculate probability for every possible alignment since the alignments are not known. But since we have found the subject verb and object parts in the sentence in both of the languages we can refine the probabilities by finding probabilities from these three subparts of the sentence rather than taking the whole sentence at whole.
5) Similarly we find the probabilities in the reverse direction i.e. from target language to source language, again we have to consider all the possible alignments as neither we know alignments in the reverse direction.

वह एक लड़का है|
He    is    a    boy

6) Now here we know that whenever we have a word in English, we have corresponding word in other language also similarly whenever we have a word in other language (say Hindi or Urdu) we have corresponding  word in English so the conditional probability of occurring the English and the Hindi/ Urdu corresponding word should be one taking in both the directions, i.e. probability of occurring of Hindi / Urdu word given English word should be one as well as the probability of English word given Hindi / Urdu word should also be one.

7) But there is a problem which will be caused by the frequently occurring word in English as well as in Hindi or Urdu like ‘in’, ’for’, ’from’ etc which occur very frequently in English and similarly there are some word which occur in Hindi  or Urdu sentences. Most of the time, the assumption is that the conditional probabilities in the two directions do not match. In these cases we can easily eliminate them and even sometimes they are too much frequent that if we take all the possible combinations then their conditional probability would exceed one. This shows that the alignment is not correct and we can readily eliminate them. In some of the cases where we are not able to identify them, we have to use some filter like the pos tags category we can try to eliminate them.

8) In case a word is translated in two forms in which one is not very frequently used but is the correct meaning, we have to first identify all the other words correctly having probabilities one in both the directions and then from the remaining word (if more than two words not identified ) we can use the pos category for most probable correct output.

9)The above approach works correctly when we deal with the subjects and objects chunk which mainly consists of word like nouns, proper nouns, and other categories which are manly get translated in one word. But for the verb chunks in which the alignments may change, a word may get translated in more than one word or two or three words may get translated in one word. This approach does not work correctly and we have to give the many to many alignments or as we say the phrase level alignment. We will explain this in the induced phrases algorithm part.

10) Word alignment:
Make a matrix of t(f|e) for all the words such that for every word in ‘e’ we take the maximum probability of alignment.

Similarly make a matrix of t(e|f) for all the words, we have to just put 1 at those positions where probability of alignment is maximum.

Now take the intersection of two matrices, and store in a different matrix. The positions still having 1 represent the correct alignment of the words but there will also be rows having no 1 i.e. words are not aligned in these places.

To fill these rows we take the intersection matrix with additional alignment points using some heuristics keeping the tags in mind. The position should also be aligned in at least one of the original matrix and try to make the alignments continuous.

This is basically the same algorithm as used in [9]. The difference is that now we have at least 3 matrices for every sentence of corresponding subject, object and verb.

11) Phrase alignment: Phrase alignment means that more than one word are being mapped to more than one word i.e. many to many mapping. As the Indian languages are often translated as phrase level, this model is proved to be of utmost importance.

To find the phrase alignment we find all phrase pairs that are consistent with word alignment. We start with the words in the same row or column, in the next step take two continuous blocks and go on increasing to find all the alignment at the phrase level. The algorithm used to align phrases is known as word alignment induced phrases. 
Induced phrases algorithm:

This algorithm [9] is used to convert the one to many alignments to many to many i.e phrase level alignment. The idea behind the algorithm is that the phrases are the words which are continuous in both the languages and hence will also be continuous in the matrix of f t(f|e). Hence we first take the continuous blocks in the matrix and we take those words which are continuous as a phrase. Now we make the group of two directly touching (diagonally) word groups and take them as phrases. Similarly, for each iteration we increase the no. of word group and hence will be able to find all the phrases. The algorithm can be implemented as a brute force algorithm or can be implemented as dynamic programming problem.  

5 Process flow:-

The process flow diagram is shown in the fig1. It takes the bilingual corpora as an input. It takes the corresponding sentence from the corpora and use different NLP rules in clause breaker for breaking the complex sentence into simple sentence. The other processes like word level alignment, phrase level alignment are shown in the process flow.
[image: image1.png]Sentence

Sentence

Breaks the complex
Clause Breaker sentence into simple
i/ sentence
POS tagger POS tagger |
Y
SV O form of SV Oform of
sentence sentence
i Probasiy cletaton
considring POS TAG o
Considering

Statistical Modeling

all

Induced

Phrase Alignment

L———>| Partial Word Alignment

Partial Word Alignment

J Heuristic





Fig. 1: The process flow 
6 Results and analysis:
We have considered three languages and we tested our system for i) English to Hindi and Urdu ii) Hindi to English and Urdu and iii) Urdu to English and Hindi for creation of lexicon.
Corpus Format:

<sentence number> <word/lexicon><tag>

For example the second sentence of the English corpus is ‘the city famous for its majestic forts palaces’. The tagged result appear as below: 
2 the DT city NN 
2 famous JJ for IN its PRP$ majestic JJ forts NNS palaces NNS

The corresponding Urdu sentence is 
2  شہر NN  
2   مشہور NN لئے PP کے PP جھیلوں NN خوبصورت  ADJ اور  CONJ محلوں  NN قلعوں NN شاہی  ADJ اپنے   PRN

Input Text In English:
2 the DT city NN 
2 famous JJ for IN its PRP$ majestic JJ forts NNS palaces NNS 
2 is VBZ
3 the DT city NN palace NN 
3 by IN Maharaja NNP Jai NNP Singh NNP 
3 was VBD built VBN

Input Text in Hindi:
2 शहर NN 
2 इसके PRP भव्य JJ किलों NN महलों NN के PREP लिए PREP प्रसिद्ध JJ 
2 है VFM
3 सिटी NN पैलेस NN 
3 महाराजा NN जयसिंह NNP NNP द्वारा PREP 
3 बनवाया VFM गया VAUX था VAUX

Input Text in Urdu:

2 شہر NN
2 مشہور NN لئے PP کے PP جھیلوں NN خوبصورت ADJ اور CONJ محلوں NN قلعوں NN شاہی ADJ اپنے PRN
2 یہ PRN
3 پیلس NN سٹی PRPN
3 نے PP سنگھ NNP جی NNP مہاراجہ NNP جسے CL
3 تھا VAUX بنوایا VB

Output with Source Language Hindi and Target Language English:

शहर---->the city
इसके भव्य किलों महलों के लिए प्रसिद्ध---->famous for its majestic forts palaces
है---->is
सिटी पैलेस---->the city palace
महाराजा जयसिंह द्वारा---->by Maharaja Jai Singh
बनवाया गया था---->was built

Output with Source Language English and Target Language Hindi:

the city---->शहर
famous---->किलों
famous for---->के
its---->लिए
majestic---->भव्य
forts palaces---->महलों
is---->है
the city palace---->पैलेस
by---->जयसिंह  द्वारा
Maharaja Jai Singh ---->महाराजा
was built---->बनवाया गया था
Output with Source Language Urdu and Target Language English:

شہر---->the city
مشہور لئے کے جھیلوں خوبصورت اور محلوں قلعوں شاہی اپنے---->famous for its majestic forts palaces
یہ---->is
پیلس سٹی ---->the city palace
نے سنگھ جی مہاراجہ جسے---->by Maharaja Jai Singh
تھا بنوایا---->was built

Output with Source Language English and Target Language Urdu:

the city---->شہر
famous for its majestic forts palaces---->مشہور لئے کے جھیلوں خوبصورت اور محلوں قلعوں شاہی اپنے
is---->یہ
the city palace---->پیلس سٹی
by Maharaja Jai Singh ---->نے سنگھ جی مہاراجہ جسے
was built---->تھا بنوایا

Output with Source Language Hindi and Target Language Urdu:

शहर---->شہر
इसके भव्य किलों महलों के लिए प्रसिद्ध---->مشہور لئے کے جھیلوں خوبصورت اور محلوں قلعوں شاہی اپنے
है---->یہ
सिटी पैलेस---->پیلس سٹی
महाराजा जयसिंह द्वारा---->نے سنگھ جی مہاراجہ جسے
बनवाया गया था---->تھا بنوایا
Output with Source Language Urdu and Target Language Hindi:

شہر---->शहर
مشہور لئے کے جھیلوں خوبصورت اور محلوں قلعوں شاہی اپنے---->इसके भव्य किलों महलों के लिए प्रसिद्ध
یہ---->है
پیلس سٹی ---->सिटी पैलेस
نے سنگھ جی مہاراجہ جسے---->महाराजा जयसिंह द्वारा
تھا بنوایا---->बनवाया गया था
Note: The Results in Urdu should be read from left to right as we are comparing the lexicons of pairs of languages.
7 Conclusion:

The most challenging part of the alignment problem was to find the correct probabilities of alignment of the words i.e. p(t|s). By dividing the complex sentences into simple sentences and further dividing the simpler sentences into subject, object and verb we can get much refined probabilities rather than finding probabilities by taking all the possible alignments of word in the complete sentence. 
Once we have the reliable probabilities, the rest of the problem can be solved easily. The other benefit of breaking the sentence into subject verb and object is that we need not worry about the order in which the subject object verb comes in the two languages. If we do not break the sentence into subject object verb we will not get a continuous block in the probability matrix in the phrase alignment when the two languages differ structurally i.e. the order in which the subject object verb comes in two differs for example English and Hindi or Urdu. Thus when this method is used, it gives a much better accuracy than using the IBM models on the complete sentence as a whole.
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