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Abstract

We build Neural Machine Transla-
tion (NMT) systems for English-
Hindi,Bengali-Hindi and Gujarati-Hindi
with two different units of translation
ie. word and subword and present a
comparative study of subword NMT and
word level NMT systems, along with
strong results and case studies. We train
attention-based encoder-decoder model
for word level and use Byte Pair Encoding
(BPE) in subword NMT for word segmen-
tation. We conduct case studies to study
the effects of BPE.

Since the NMT approach is a data driven
approach, it suffers a lot by resource
scarcity.  This report also covers the
Multitask learning which is an approach
of transfer learning or inductive trans-
fer. MultiTask Learning helps the learner
to improve generalization performance by
adding extra related tasks to the backprop-
agation net. The nub behind adding ex-
tra related tasks is domain specific infor-
mation contained in the training signals of
other tasks helps to learn shared feature of
the main task better. We explained Multi-
way multilingual model which is based on
the MTL approach which learns the trans-
lation of several Indian language pairs in
parallel. We also covers the performance
gained by Multi-way multilingual neural
machine translation in contrast with single
pair neural machine translation.

1 Introduction

Neural machine translation is a newly emerging
approach to machine translation, recently pro-

posed by (Kalchbrenner and Blunsom, 2013),
(Sutskever et al., 2014) and (Cho et al., 2014a).
Unlike the traditional phrase-based translation
system (see, e.g., (Koehn et al., 2003)) which con-
sists of many small sub-components that are tuned
separately, neural machine translation attempts to
build and train a single, large neural network that
reads a sentence and outputs a correct translation
(Bahdanau et al., 2014a).

From the probabilistic point of view transla-
tion is finding the best possible target sentence
that maximizes the conditional probability of y
given x i.e. p(y|x) (Bahdanau et al., 2014a).
Phrase based Statistical Machine Translation
solves the problem of machine translation by
training sub-components separately like language
model and translation model. But Neural Ma-
chine Translation on the other hand tries to build
end-end to single large neural network model to
achieve the same goal.

Basic idea behind NMT is to encode a vari-
able length sequence of words into a fixed
length vector that can summarize the whole
sentence. Then decode this encoded vector in
target language to achieve the translation of
source sentence. Whole encoder-decoder model
is trained jointly to maximize the conditional
probability (y|x).

2 Neural Machine Translation

A lot of work in NMT has been done with this
model by active NMT research groups. In subsec-
tion 2.1 and subsection 2.2 we will describe Ba-
sic Encoder-Decoder model of NMT systems and
then core of the current state-of-the-art NMT sys-
tems Attention Based Encoder-Decoder model.



2.1 Basic Encoder-Decoder model

This model can be divided into two parts Encoder
and Decoder, both are implemented using RNNGs.
Encoder encodes the variable length sentence into
fixed length vector called summary vector or con-
text vector. Decoder takes this vector represen-
tation of sentence and generates target language
translation.

Encoder: Encoder is an RNN whose state is
updated each time it sees a word in sentence and
the last state of it summarizes whole sentence
which is called as summary vector h7.

Step 1: Input word at any point of time while
encoding sentence, is input to the encoder as
one-hot vector w;.

Step 2: Now one-hot vector of input vector
w; 1s transformed to low-dimension continuous
space vector representation s;. To do so, we can
use previous learned word embeddings E or train
them jointly. Word embedding matrix E € R4V
contains as many coloumns as words in vocabu-
lary. Each i** column of word embedding matrix
represent continuous vector space representation
of 7" word of vocabulary. So when as a product
of word embedding matrix and one-hot vector,
continuous space vector of corresponding word is
selected as shown in equation 1.

S; — Ewi (1)

Step 3: In this step, RNNs hidden is updated to
take into account new word s; seen in the sentence.

hi = f(si, hi—1) (2)

Where f is non-linear transformation function
of RNN depending on variant of RNN (Vanilla,
LSTM and GRU) used.

After processing last word of the sentence
(T-th word if sentence length is T), state hp that
is obtained by encoder is called summary vector
of sentence, which is a fixed dimensional vector
representing whole sentence.

Decoder: Decoder is also an RNN, that takes
input as summary vector, previous generated
target word and last hidden state of it. After pro-
cessing input, probability distribution over words
in target language vocabulary is obtained. Target

words are then sampled from this probability
distribution. Process of decoding is described
below:

Step 1: First internal state z; of decoder RNN is
calculated as

zi = f'(hr, zie1, wio1) 3)

Where z; and z;_; are current and previous
state of decoder, hr is summary vector, u;_; is
previous generated target word. f’ is non-linear
transformation function of RNN.

Step 2: Based on the current state of the de-
coder, we compute the compatibility score for
each word in vocabulary, later transform this score
into probability.

€k = wgzi 4)
p(w; = klwy, wa, ..., wi—1, hy) = L(ek)
Zj(‘wp(ej()g)

Here ep, wj are score and vector representa-
tion of k-th word in vocabulary. This score
is high if it aligns with decoder well else low.
p(w; = k|wy,wa, ...,w;—1, hr) is the probability
of k-th word, forall k € 1,2, ..., V.

Step 3: From the probability distribution ob-
tained from step 2, we sample target word.
Decoder then again repeats steps 1 to step 3 until
an end-of-sentence is not encountered. Hence
a target sentence is generated corresponding to
provided input source sentence.

€k = wgzi (6)
p(w; = k|lwy, wa, ..., wi—1, hp) = L(ek)

Here e, wy are score and vector representation
of k-th word in vocabulary. This score is high
if it aligns with decoder well else low. p(w; =
klwy, wa, ...,w;—1, hy) is the probability of k-th
word, forallk € 1,2,..., V.

2.2 Encoder-Decoder with Attention
Mechanism

In basic encoder-decoder model, encoder com-
presses the sentence into fixed length vector. This



summary vector contains the information of all the
words in sentence. But as the length of sentence
it fails to encode it efficiently in fixed summary
vector, which degrades the performance of trans-
lation (Cho et al., 2014b). So in order to deal with
this problem (Bahdanau et al., 2014a) proposed
soft-search model, that uses attention mechanism
in encoder-decoder model. Idea in this model is
to not represent sentence with fixed length vector
rather represent each word by a fixed length vector
called annotation vectors and while generating
each word in target language look for source sen-
tences which are more relevant in source sentence.

Only difference with basic encoder-decoder
is in encoder part, decoder part is same in both
the model. In basic model decoder takes encoded
summary vector as input, but in attention model
it takes context vector as input to generate target
sentence.

Context vector is the convex combination
of annotation vectors of words in source sentence.
It is calculated each time decoder generates a new
word, while in basic model summary vector used
to calculate only once. Convex coefficient used in
computation of context vector are called attention
weights.

Annotation vectors: Annotation vector for
each word is calculated by bi-directional RNN.
Bidirectional RNN reads sentence from both
directions i.e. left—to_—>right and right—to—left.(_State
from left-to-right h; and right-to-left h; is
concatenated for each word, this concatenated
state is called annotation vector h;.

Attention Weights: Attention weights gives
soft-alignment, as these represent the probabilistic
alignment of how words in source language and
target language are aligned while generating target
words. These are calculated each time decoder
generate target word, and gives a probabilistic
measure of how much each word in source
language is important in the generation of current
target word. To compute attention weights, first
alignment score e;; of each source word is
computed that measures how relevant j-th word
in source sentence is for i-th target word. This is
computed for all source words in the generation
of each target word by some alignment model a

i.e.

vViel,2,..,T.Viel,2,..,T

(®)
where h; is the annotation vector of j-th source
word, T and T” are the lenghts of source and tar-
get sentences respectively and z;_; is decoders last
state. Then these alignment scores are transformed
to probabilistic measure using softmax function.
These probabilistic measures are called attention
weights «;;.

€ij = a(zi-1, ;)

exp(e;)

Zj’ exp(e;r)

Since attention weights are probabilistic measures,
we compute context vector as expected annotation
vector by equation 10.

T
C; = E aijhj
Jj=1

Here ¢; is the context vector obtained while gen-
erating ¢-th target word, 7" is the lenght of source
sentence, «v;; is attention weight of j-th annotation
vector and h; is j-th annotation vector.

Once context vector is computed we compute de-
coders next state as a non-linear function (as of
LSTM or GRU) of context vector c;, previous
target word u;_; and decoders last state z;_; as
shown in equation 11

€))

Oéz'j =

(10)

1D

After that we compute probability distribution
over target vocabulary and sample target word
in the same way as done basic encoder-decoder
model repeatedly till complete sentence is not gen-
erated.

zi = f(eiui1, 2i—1)

3 Subword NMT

NMT systems are trained on a limited size
vocabulary, but test data can have different words
than those in vocabulary such words are called
unseen, rare or out-of-vocabulary words. Most of
the out-of-vocabulary words are named entities,
compound words and cognates (via morphologi-
cal transformation) (Sennrich et al., 2015).

Named entities can be copied to target lan-
guage translation if it shares the alphabets with
source language, else transliteration is required.
For Cognates and loan words character level



translation rules are sufficient. Translation of
compound words can be achieved by translating
its morphemes separately (Sennrich et al., 2015).

3.1 Byte-Pair Encoding

(Sennrich et al., 2015) proposed BPE based
word segmentation method. In this method
two vocabularies are maintained called training
vocabulary and symbol vocabulary. Words in
training vocabulary are represented as sequence
of characters, plus an end-of-word symbol. All
characters are added to symbol vocabulary. Then
using BPE technique the most frequent symbol
pair is identified, and all its occurrences are
merged, producing a new symbol that is added
to the vocabulary. This BPE step is repeated
until a set of merge operations have been learned.
Number of BPE merge operations in this method
is also a hyper parameter.

Byte-Pair Encoding (BPE)! (Sennrich et al.,
2015) is originally a data compression technique
(Gage, 1994). Idea behind BPE is

“Find the most frequent pair of consecutive
two character codes in the text, and then substi-
tute an unused code for the occurrences of the
pair.” (Shibata et al., 1999)

Below example explains the BPE method:

Let the original text be
Ty = PQPQRSUQSUVPQSUPQR.

Most frequent pair in Ty is PQ, so we re-
place it by A. Modified Text is
T1 = AARSUQSUVASUAR.

Now most frequent pair in 77 is SU, so we
replace it by B. Modified Text is
T5 = AARBQBVABAR.

Now most frequent pair in 75 is AR, so we
replace it by C. Modified Text is
T3 = ACBQBVABC.

In 73 no pair is repeated so BPE algorithm
stops here. Using BPE algorithm text of length

"https://github.com/rsennrich/subword-nmt

|To| = 18 is compressed to a text of length |T5| =9.
Additional information that is required to decode
encoded text is list of encodings i.e. PQ — A, SU
— B and AR — C. Since we perform BPE merge
operations on character level first, this performs
character level segmentation. As the number of
merge operations are increased frequent sequence
of characters and even full words are also encoded
as a single symbol. This a allows a trade-off
between the NMT model vocabulary size and the
length of training sequence.

If there will be much larger merge opera-
tions then almost every word will belong to
symbol vocabulary, that will prevent the sub-word
level segmentation of words. When using BPE
for sub-word segmentation, size of the sentences
is increased as sub-words are separated by special
symbols to allow decoding later. Larger the
sentence size, it becomes difficult for NMT to
learn well on them. So number of BPE merge
operations is an important hyper parameter that is
needed to be tuned properly before use.

4 Experiments and Results

4.1 Experimental setup
4.1.1 Data sets

We have used health and tourism domain ILCI cor-
pus (Jha, 2010) for our experiments. This cor-
pus contains 48k parallel sentences which we di-
vided into three parts for training, testing and tun-
ing/validation. Details of of these is given in table
1.

Corpus Size

Training 44777 sentences
Tuning 1000 sentences
Testing 2000 sentences

Table 1: (Jha, 2010) data set used in experiments

4.1.2 Preprocessing and BPE setup

We’ve used Indic NLP Library ? for preprocessing
of Indian languages and BPE word segmentation
method as descirbed in (Sennrich et al., 2015) for
subword NMT.

https://github.com/anocopkunchukuttan/
indic.nlp_library



4.1.3 NMT setup
For training word level NMT and subword NMT

we have used nematus® (Sennrich et al., 2017)
along with WMT scripts 4.

4.2 Results

We performed experiments for English-Hindi,
Bengali-Hindi and Gujarati-Hidi language pairs
with ILCI corpus (Jha, 2010), and obtained results
shown in Table 2 , which supports use of BPE
method for word segmentation.

Language-Pair  NMTyorqg NMTgubword
En-Hi 26.22 26.88
Bn-Hi 30.71 33.87
Gu-Hi 48.02 53.95

Table 2: BLEU scores for word level and subword
level NMT systems

From table 2 we can see there is a big improve-
ment with BPE in Bengali-Hindi Language pair
than English-Hindi. Bengali and Hindi both be-
longs to Indo-Aryan language family, but English
belongs to Indo-European language family. Ben-
gali and Hindi languages are closer to each other in
terms of lexical similarity and morphological sim-
ilarity than Hindi and English languages. Gujarati-
Hindi language pair shows more improvement
with BPE than Bengali-Hindi because Gujarati is
more closer to Hindi than Bengali. When lan-
guages share such similarities on application of
BPE they can provide mapping for words which
were not in training data.

5 Data scarcity

The Neural machine translation is a data driven
approach. In case of less parallel corpus Neural
machine translation performs poorly. In case of
statistical machine translation approach the issue
of data scarcity is handled by Triangulation of
two phrase tables. For ex, source-target parallel
corpus is small, but there is a pivot language for
which we have good amount of source-pivot and
pivot-target parallel corpus. The nub of statistical
machine translation is a phrase-table. The training
process generates a phrase table which is essen-
tially a mapping of word or sub-sequence of one
language to a word or sub-sequence of another
language with some score that tells how much

3https://github.com/rsennrich/nematus
*https://github.com/rsennrich/wmt16-scripts

reliable mapping is. To generate such phrase
table for source-target we triangulate the phrase
tables of source-pivot and pivot-target. In this way
we transfer the learning gained by source-pivot
training and pivot-target training to source-target
language pair.

In NMT systems which is basically a set of
encoder-decoder is a fully end-to-end system. The
encoder encodes a source sentence into a point in
continuous space or a set of vectors in continuous
space, which is then decoded by the decoder
into target sentence. We do not have latent
structure like phrase-table, because NMT directly
maximizes the probability of target sentences
given source sentences without generating such
latent structures. That is why the addressing data
scarcity is not a trivial issue.

(Firat et al., 2016a) has proposed a Multi-way
Multilingual NMT model that enables not only
multiway translation but also allows trasnfer
learning towards resource poor language pair
when it is getting trained with resource rich
language pairs.

(Cheng et al., 2016) has proposed a joint
training of Neural Machine translation with
source-pivot and pivot-target translation models
to generate transltion for source-target translation.

(Saha et al., 2016) has proposed Interlingua
based machine translation aims to encode multiple
languages into common lingustic representation
and then decode sentences in multiple target
languages.

(Firat et al., 2016b) has proposed a novel
finetuning algorithm for the recently introduced
Multi-way Multilingual neural machine transla-
tion model that also enables zero-resource ma-
chine translation.

6 A Correlational Encoder Decoder
Architecture for Pivot Based Sequence

The nub of this paper (Saha et al., 2016) is
Interlingual theory. This idea is exploited in the
context of neural encoder decoder architectures.
The idea is fairly simple. If we have 3 languages
say, X,Y and Z and the objective is to translate
the sentences given in X to the sentences of



Y. The problem is we do not have parallel cor-
pus for training the model to translate from X to Y.

However, we have parallel corpus available
for X-Z and Z-Y. In such situation language Z is
referred to as a pivot/bridge language. The first
and naive solution proposed by the authors is a
two-stage model, which in first stage converts
from X to Z and in second stage converts from Z
to Y. Instead of that, authors suggested another
approach. They try to explore interlingua inspired
solution which is jointly learns to encode X and Z
to a common representation and decode Y from
this common representation.

Interlingua inspired machine translation aims at
converting a sentence from any source languages
into common linguistic representation and then
decode this common representation into any target
language. In the context of Neural machine trans-
lation, this implies that for n languages we require
only n encoders and n decoders for translation
between any of the possible nC?2 languge pairs.

The problem of resource scarcity can be tackled
if we could learn only n statistical encoders and
n statistical decoders where the encoded represen-
tation is common across all language pairs, and
decoder can decode from this common represen-
tation to their respective language.

6.1 Models proposed for Pivot

6.1.1 A two stage encoder-decoder model

A two stage model is just a simple approach of
binding two NMT model together. Let us say we
have 3 languages X, Y and Z for which we have
two parallel corpus available XZ and ZY. A two
stage model will learn a generative model for each
of the pairs independantly. The encoders and de-
coders are Recurrent neural networks.

The first encoder uses parallel corpus XZ and
learns to encode x; and decode the corresponding
z; from this encoded representation. The second
encoder is trained independently of the first en-
coderand uses ZY and learns to encode z; and de-
code the corresponding y;. These two independant
training processes are indicated by the dashed line
in 6.1.1. At the test time these two independant
stages are run sequentially. This means this model
takes in x; convert this into z; using stagel model
and then stage2 model will take this z; and pro-

Figure 1: Two stage encoder-decoder model. Dashed lines
denote how the model is used during training time and solid
line denotes the test time usage. We can see that two encoder-
decoders are trained independently but used jointly during test-

ing.

(Saha et al., 2016)

duces y;. In this way end to end translatio path of
XY is going through the translation path XZ and
ZY.

6.1.2 A correlation based joint
encoder-decoder model

(Saha et al., 2016) have suggeste a mode elegant
solution which could scale even when more
number of languages are involved. In proposed
model which uses parallel corpus XZ to learn one
encoder each for X and Z such that representations
of x; and z; are correlated. In addition to this, the
model uses parallel corpus ZY to learn to decode
y; from z;. In this way encoder for Z benefits
from instances in XZ and ZY.

The model tries to maximize the correlation be-
tween the encoded representations of x; and z;
which is defined as follows:

Jeorr(0) = —Acorr(s(hx (X)), s(hz(2)))

where hx is the representation computed by
the encoder for X and hy is the representation
computed by the encoder for Z. s() is a standard-
ization funtion which adjust its hidden represen-
tations hx and hy so that they have zero-mean
and unit-variance. Further, X is a scalling hyper-
parameter and corr is the correlation function as
defined below:

N
> s(hx(X)s(hz(Z))"
i=1
In addition to this, the model tries to minimize
the following cross entropy loss :
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. 1
]ce(e) = E ZP(yk|zk)
k=1
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L
P(yk|zx) = HP(yki\YK@Zk)
i=1

The dashed line in ref represents the training
processes where the model simaltaneously learns
to compute correlated representations for x; and
z; and decode y; from z;. The solid line represents
the testing process where the model computes a
hidden representation for x; and then decodes y;
from it without going through z;
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(Saha et al., 2016)

Figure 1: Correlation based encoder-decoder

7 Multi-way Multilingual NMT

In the this section we will go through the Multi-
way multilingual Neural Machine Translation
model which helps to improve performance
of resource poor language pairs. The nub of
Multi-way multilingual NMT model is Multi-task
learning. The Multi-task learning is a approach
of transfer learning or inductive transfer. The
method of achieving this is training multiple tasks
in parallel while using a shared representation.

A system based on NMT, can be viewed as two
modules. The first module called encoder which
is responsible for mapping a source sentence
into a continuous space representa- tion which is
either a fixed dimensional vector in case of basic
encoder-decoder network or a set of vectors in
case of attention based encoder-decoder network.
The second module called decoder is responsible
for generating target sentence based on the contin-
uous source representation. This makes it possible

to build a system that maps source sentence in any
language to common continuous representation
space and decode the representation into target
sentence in any language, allowing to make a
multilingual machine translation system.

The suggested multi-way, multilingual neural
machine translation makes it possible to learn sin-
gle neural machine translation model to translate
between multiple languages, with two incentives.
One is that the number of parameters grows only
linearly with number of languages. second is
that for some language pair it outperforms single
neural machine translation model and also it is
beneficial to improve translation quality of low
resource language pairs. This model is based
on Multitask learning philosophy. It is made
possible by sharing attention mechanism across
all language pairs.

7.1 Existing Approaches

The possibility of building a system that maps a
source sentence in any lan- guage into a common
continuous space representation and decodes
that com- mon representation into a sentence
of any target language is straight forward to
implement as discussed in (Luong et al., 2015).
It has extended basic RNN model rather than the
more effective attention based encoder-decoder
network.

The critical issue in extending the attention
based encoder-decoder network is that attention
mechanism is conceptually language pair specific.

The other successful implementation was de-
scribed in (Dong et al., 2015), in which the is-
sue of language pair specific attention mechanism
is cleverly avoided by considering one-to-many
translation, where the target language decoder is
equipped with its own attention mechanism.

7.1.1 Basic encoder-decoder for Multitask
NMT

In (Luong et al., 2015), the aim is to extend the ba-
sic encoder-decoder network for multiasking neu-
ral machine translation. The model which they
implemented is basically a set of encoders and
decoders where each of the encoder converts the
source sentence into a point in a common vec-
tor space. The point in the common vector space



then used by the decoder to generate different
languages. The contrast between this model and
Multi-way multilingual model is the later one ex-
tends the attention based encoder-decoder instead
of the basic RNN model. Since the attention based
neural machine translation has become de facto
standard in NMT literatures that is why this model
is an important contribution.

7.1.2 One to Many NMT

(Dong et al., 2015) has earlier proposed the mul-
tilingual translation model which is based on
attention-based neural machine translation. But
Their effort is to enable one-to-many translation.
In this model a single pair attention based model
is extended into a single encoder and multiple de-
coder each for a target language where each de-
coder is embedded with its own attention mech-
anism. The main contrast between this system
and proposed system is the former is one-to-many
while later one is multiway.

7.2 Challenges

At a first glance, it looks straight forward for any
neural machine translation model to incorporate
multiple languages at the source side and multiple
languages at the target side. As discussed earlier,
the idea looks very simple. we will employ a
separate encoder for each source language and
a separate decoder for each target languages.
Encoder will transform the source sentences
into common continuous space and decoder will
generate target sentence from this representation.

In contrast to training multiple single pair
neural machine translation models, in this system
encoders and decoders are shared across multiple
pairs. This means If I have to train 3 language
pairs Hi-Gu, Gu-Hi and Bn-Gu then I need
3 separate encoders for Hi,Gu and Bn and 2
decoders for Gu and Hi. decoder for Gu will be
shared across Hi-Gu and Bn-Gu. This is compu-
tationally beneficial since number of parameters
grows linearly O(L) with respect to number of
languages L, whereas in case of separate single
encoder-decoder model the number of parameters
grows quadratically O(L?).

While generating the next target word, the Neu-
ral machine translation model use the attention
layer to decide which parts of the source sentence
need more attention and which part need less

attention. Thus, in Neural machine translation
described in (Bahdanau et al., 2014b) the attention
mechanism was language pair specific layer.

There are issues with this way of including at-
tention layer into the system. First is regarding the
number of parameters. By employing language
pair specific attention mechanism will cause the
number of parameters grows quadratically
again O(L?) with respect to number of languages
L. Second and more important issue is the model
may poorly generalize. It makes less likely for
the model to get benefits of multiple related tasks
(Caruana, 1998), specially transfer learning
towards those language pairs for which sufficient
amount of data is not available.

So, the main challenge tackled with this Multi-
way multilingual model is to avoid separate atten-
tion mechanism for each language pairs. In the
next section we will go through the architectural
details of multi-way multilingual model to under-
stand how to avoid separate attention mechanism.
Through this work we also want to answer the fol-
lowing question: Is it possible to share the atten-
tion mechanism across the language pairs?

7.3 Architecture of Multi-way Multilingual
NMT model

7.3.1 Problem Definition

Let us have N languages at source side where
N > 1 and M languages at target side where
M > 1and we have L <= M x N paral-
lel corpus {D1, D3, ..., D1} available. Let us use
s(Dy) and t(Dy) to denote the source language and
target language of [*" parallel corpus. The pur-
pose is to train a model such that once the training
is done, the model is able to translate from any
of the source languages to any of the target lan-
guages included in the given language pairs. In
the next section we describe the architectural de-
tails of multi-way multilingual model.

7.3.2 encoders

The multi-way multilingual model uses N en-
coders (which are basically bidirectional RNN
same as used in (Bahdanau et al., 2014b))
{wn 3N | and M decodes (same as (Bahdanau

et al., 2014b)) {T7 M 1 and a attention mecha-

decSJm=
nism fs.ore Which is shared across all the encoders

and decoders.



We used one encoder per each source language
so that for 3 language pairs Gu-Hi, Hi-Gu and Gu-
Bn we have 2 encoders one for Gu and Hi. In other
words a single encoder is shared for two different
target languages Hi and Bn. Because of this the
dimension of annotation vectors produced by the
encoders will be different across language pairs.
To eliminate this variation a linear transformation
layer is added to the original bidirectional RNN
encoder. This linear transformation layer project
each context vector into a common dimensional
space.

P = W i ) + 0,

a

o
where W7, € Rebx(dimhy+dimhy) g o weight

matrix and bde € R?is a bias vector.
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Figure 2: MLNMT: Encoder

In addition to this, each encoder is also
equipped with two transformation function ¢,
and ¢ ... The former transformation function
is responsible to convert the history vector to be
compatible with a shared attention mechanism:

hi = G (hyi')
where the transformation function ¢}, can be

implemented as any type of parametric function
like element-wise tanh function.

The second transformation function ¢} ., makes
the history vector to be compatible with the initial-
izer of the decoder’s hidden state.

1= Ginar(h1)
where ¢} .. can be implemented as simple feed

forward network with a single hidden layer and

this network is also shared across all encoder-
decoder pairs just like attention mechanism.

7.3.3 decoders

We use a separate decoder for each target lan-
guage. For ex, If we have 3 language pairs Hi-Gu,
Gu-Hi, Bn-Gu then we have 2 decoders one for
Gu and Hi. This shows that decodes are shared for
different source language, like decoder for Gu is
shared for source language Hi and Bn.
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Figure 3: MLNMT: Decoder

Let us start with the initialization of the de-
coder’s hidden state. Each decoder is equipped
with ., which is responsible to convert the last
hidden state B%E of the source encoder into the ini-
tial hidden state as follows:

m _  m [(Ln
20" = Pinat(h7,)
where ¢;"., can be implemented as a simple

feed forward network with a single hidden layer
equipped with tanh.

In addition to this, each decoder is also
equipped with a parametric function ¢}, which is
responsible for transformation of its hidden state
and the previously decoded symbol to be compat-
ible with a shared attention mechanism.

201 = a2, By [5:4])
where ¢}, can be implemented as a simple

feed forward network with hidden layer equipped
with tanh.

To compute next hidden state, the decoder uses
the previous hidden state z;";, previous decoded
target symbol ¢;", and a context vector ¢} as



follows:

2= Wiee(2 1, By [50], fadp(ci®))
where [, is a single affine transformation
layer which is also shared along with shared
attention mechanism. f(%p transforms the context
vector computed by the shared attention mecha-
nism to be compatible with the decoder.

The decoder outputs the probabilty distribution
of next target symbol to be generated once the cur-
rent hidden state is computed in the similar fashion
as being done in (Bahdanau et al., 2014b).

7.3.4 Attention mechanism

The attention mechanism is shared in this model
across all paris of encoders and decoders. This
attention mechanism always take attention net-
work compatible vectors that is why encoders and
decoders are equipped with extra layers which
make those vectors which are intended to be used
by attention network, compatible with attention
network.

The first step in attention is to compute the rel-
evance score of each source token.

Decoder

@ @ Attention Mechanism 023 @
Score of each hid-
! den state vector
o_att|—»
@ @ Normalized »/
v score
-~
K I'd
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Figure 4: MLNMT: Attention

ezf;’n = fscorel( ?7Zﬁ1?ytﬂil)

Normalization of these scores are done exactly
in the same way described in (Bahdanau et al.,
2014b) to carry out the attention weights o;’;".
The time-dependant context vector is computed as
the weighted average of history vectors as follows:

To understand how all these entities work, look
at the 5 to understand the working of the model at
time step t for n-th encoder an m-th decoder.

n
hi

(Firat et al., 2016a)

Figure 5: MLNMT: A sketch

7.3.5 Training objective

We have L. <= N x M available corpus for
respective language pairs. For each parallel
corpus log-likelihood function is the same as
defined in (Bahdanau et al., 2014b). For sake of
simplicity we define a log-likelihood L3(P0)-#(D1)
for each language pair s and t.

The main goal of multi-way multilingual NMT
model is to maximize the joint log-likelihood as
follows:

L
L(#) = %ZLS(DZ)J?(DZ)(Q)
=1

Once the training is done, the model is able to
translate from any of the source languages to any
of the target languages included in the parallel cor-
pus.



8 Zero resource Translation with
Multi-way Multilingual Neural
Machien Translation

In this paper (Firat et al., 2016b), a novel finetun-
ing algorithm for Multi-way multilingual NMT
model has been proposed to enable zero-resource
machine translation or Zero-shot machine transla-
tion. Zero-shot means the model is able to carry
out translation between those language pairs for
which it has not seen any parallel sentence pairs
in training.

In the previous section we saw that transla-
tion quality can improve by exploiting positive
language transfer (Dong et al., 2015; Firat et al.,
2016a). In this paper (Firat et al., 2016b), the
authors have investigate the potential of Multi-
way Multilingual NMT model for Zero-resource
machine translation in which there does not exist
any parallel corpus during training. This is quite
interesting while wondering aroung data scarcity
issue because the less or no availability of parallel
corpus for a language pair, the proposed model
gives a way to use Multi-way multilingual NMT
model to translate.

The authors investigate different translation
strategies available in Multi-way Multilingual
NMT model. They investigate mainly one-to-
one translation and many-to-one translation. They
tried to carry out zero resource based machine
translation on first vanilla Multi-way multilingual
model which shows that vannila model can not
do zero-resource translation. Then they design a
novel finetuning strategy that does not require any
parallel corpus for a language pair for which we
want to carry out zero resource translation. We
will use the term zero resource language pair now
onwards. The architectural details are same as in
(Firat et al., 2016a) described in previous section.

8.1 One-to-One Translation

One-to-One translation strategy is straight forward
to understand. In this strategy we have one en-
coder for source language and one decoder for tar-
get language and a shared attention mechanism.
But, this is not the only strategy available in the
model proposed by (Firat et al., 2016a). In fact, we
have 3 different strategies available in the model
like Many-to-One and Many-to-Many. However
to carry our Multiway translation the model does

not require the multi-way parallel corpus. In the
next section we will go through two different
methods for carrying out multi-source translation
with multi-way multilingual NMT model.

8.2 Many-to-One Translation

In this Multi-way Multilingual NMT model, multi
source translation can be thought of as averaging
two separate transaltion paths. It turns out that
there are two points available where averaging can
happen.

8.2.1 Early Average

The first point of taking average of two transla-
tion paths is when computing the time dependant
context vector. At each time ¢ in the decoder, we
compute a time dependant context vector for each
source language C} and C7 respectively. In this
method, we just take the average of these two con-
text vectors.

_ C}+CF
2

Similarly, the decoder’s hidden state is initilized
by taking the average of the last hidden vectors of
two source encoders.

Cy

1
Zy = §(¢z‘m't(h1TtI) + Ginit(h7, )

8.2.2 Late Average

Alternatively, The averaging of two translation
paths can be done at the output level. At each
time t, each translation path computes the distri-
bution over the target vocabulary. we can then av-
erage this probability distributions to get the multi-
source output distributions.

The incentive of using late averaging over early
averaging is both model need not to belong to sin-
gle multilingual model. They can be two sepa-
rately trained single pair translation models.

8.2.3 Combination of Early and Late Average

The two methods can be combined by late aver-
aging the output layer’s probability distributions
taken from early averaged model.

8.3 Finetuning with Pseudo Parallel Corpus

If context vectors returned by the encoder are not
compatible with the decoder, then zero resource
translation fails. All we need is to adjust the
context vectors to be compatible with the target



decoder. In this paper, authors suggested to adjust
this zero resource translation path without any
additional parallel corpus.

The authors suggested that a small set of pseudo
parallel corpus is generated for zero resource lan-
guage pair. We randomly select N sentence pairs
from the target-pivot parallel corpus and translate
the pivot language sentences into source language
sentences. Then the pivot language sentences
are removed and source language sentences are
aligned with target language sentences to generate
a pseudo parallel corpus for source-target.

We then make a copy of attention mechanism
which is then referred to as target specific atten-
tion mechanism. We then finetune only this atten-
tion mechanism while keeping other parameters of
encoder and decoder unchanged, using the gener-
ated pseudo parallel corpus. Once the model has
been fientuned with the pseudo parallel corpus, we
can use any of the translation strategies described
in the previous section.

9 Conclusion

We have also gone through the neural machine
translation approach. We realized the NMT model
suffers from long sentence translation and rare
or out-of-vocabulary words. The long sentence
translation issue is addressed by attention based
NMT model using LSTM activation units. Rare
or Out-of-vocabulary words translation problem
can be addressed using sub-word segmentation
like Byte-pair Encoding (BPE).

We realized that in statistical approach, the
pivot technique is applied on the phrase table. The
phrase table is a data structure specific to given
language pair. But, in case of Neural Machine
Translation we do not have such latent structure,
that is why to address data scarcity is not a trivial
issue in neural machine translation. We revisited
the triangulation pivot approach to realize that we
transfer information contained in resource-rich
language pairs to resource-poor language pair.
Such transfer of information is done via phrase
table triangulation. The main question that first
strike is that in the absence of phrase table how do
we transfer information from one NMT model to
another NMT model.

we have seen two promising approaches which
are Multitask learning based and Interlingua
inspired approahes respectively. Interlingua
inspired correlational Encoder Decoder model
propose a neural network based model which
explicitly maximizes the correlation between the
source and pivot view and simultaneously learns
to decode target sequences from this correlated
representation. Futurework would be applying
this idea of correlation to attention based encoder
decoder models.

The Multitask learning approach suggested that
if many related tasks are learned in parallel then
the information contained in training signal of one
task can help to learn another task better specially
in case of lack of resources for another task. The
proposed Multi-way multilingual model follows
the same approach, which maps a source sentence
into a common continuous representation space
and and then decodes the representation into
any of the target language. The result shows
that Multi-way Multilingual model improves the
result specially for a resource-poor language pairs.
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