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ABSTRACT

Sequence modeling task like language modeling has benefited by the recent

advances in Recurrent Neural Networks like Long-Short Term Memory networks

(LSTMs). However, language models being trained on the raw text has hardly

taken any advantage of external linguistic features hidden inside the natural

language sentence.

In this work, we use additional linguistic feature to existing LSTM-based

state-of-the-art systems. The additional feature advances the state-of-the-art on

two benchmark datasets Penn Treebank, and WikiText-2. Our experiments on 26

more languages across 8 language families show consistent improvement with an

average of 13.5% reduction in perplexity. In this paper, we present the literature

survey for the language modeling task.

1 INTRODUCTION

Language modeling task is to look over the given sequence of words and estimate the probability

of the next word which best suited in the sequence. This task is a root problem for a large variety

of natural language processing problems such as machine translation, speech recognition, image

captioning, question generation, etc., and because of this, it has been one of the well-explored areas

of Natural Language Processing. Language models can be developed and used standalone, such as

to generate new sequences of text that appear to have come from the corpus.

In sequence modeling tasks like language modeling, Recurrent Neural Networks (RNNs) such as

Long-short Term Memory (LSTM) Hochreiter & Schmidhuber (1997) has significantly successful

over the underlying neural network models. In numerous recent advances in LSTM based language

model, a significant improvement can be seen Merity et al. (2018); Yang et al. (2018); Gong et al.

(2018) by only training on raw text with little to no external linguistic input features. As per

our knowledge, very few of the modern neural language models take little advantage of linguistic

1



Survey Paper : Improving Neural Language Modeling with Linguistic Annotation

features of the language Su et al. (2017); Sennrich & Haddow (2016). Even though the modern

neural language models can learn multidimensional features, but still unable to extract most of the

linguistic features of the language.

Part-Of-Speech (POS) tags are often termed as lexical categories where each word in a category

exhibits syntactically similar behavior. POS tags can help in disambiguation if there is multiple

choice present for the next word.

For example, consider the sentences,

“US/NNP organized/JJ summit/NN in/IN Afghanistan/NNP.1”

“US/NNP organized/VBD a/DT summit/NN in/IN Afghanistan/NNP.2”

In the first sentence, the word “organized” is an adjective and thus a singular noun “summit” can

follow it. Now, if we consider “organized” as a past tense verb as in second sentence, then it cannot

be followed by a singular noun. If such a linguistic feature like POS tags, is provided externally to

the model, it can help in disambiguating the choice of next word. POS as a linguistic feature has been

used in many research and can be considered useful as some of the research can show improvements

over the baseline models Kneser & Ney (1993); Heeman (1998); Sennrich & Haddow (2016). Su

et al. (2017) showed a perplexity reduction of 12.6% over the baseline by using a parallel RNN

model for POS.

Su et al. (2017), in their work, proposed a parallel model for words and POS tags with two RNNs,

word RNN, and POS RNN. Use of such a parallel model doubles the trainable parameter for which

model will take more time to train. Unlike the parallel model, in this work, we propose that with

no modification to existing model architecture, state-of-the-art performance can be achieved by

concatenating small dimensional linguistic feature embedding to existing word embedding. Our

approach hardly adds any additional trainable parameter and the increase in training time is almost

negligible. As linguistic features, we try to incorporate Part-Of-Speech (POS) tags in the existing

language model.

We conduct experiments with three recent models and achieved better performance than

state-of-the-art results on Penn Treebank Marcus et al. (1993) and WikiText-2 Merity et al. (2017)

corpus.

We extend our experiment for 26 different languages of 8 different language families to verify the

generalization of our approach. All 26 language datasets are collected from Universal Dependencies

Treebanks Nivre et al. (2019).

1NNP: Proper Noun, JJ: Adjective, NN: Singular Noun, IN: Preposition
2VBD: Past Tense Verb, DT: Determiner
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2 RELATED WORK

Many researchers in the past have widely explored the incorporation of linguistic features in

Language Models. Language model estimates the probability of a word sequence by using a very

large amount of training corpus. Language models are used in a large variety of natural language

processing problems such as machine translation, speech recognition, image captioning, question

generation, etc. Consider an example of speech recognition where an incoming acoustic signal a is

given, and we have to find the sentence s∗ that maximizes the posterior P (s|a):

s∗ = argmax
s

P (s|a) = argmax
s

P (a|s) · P (s) (1)

here, the P (s) is a language model.

Modern language models have shown significant improvement by using only raw text for training

with little to no external linguistic input features. Following sections explore the incorporation of

linguistic structures in statistical and neural language models.

3 LINGUISTIC FEATURES IN STATISTICAL LANGUAGE MODELS

In language modeling the probability of a sequence of words represented aswn
1 is estimated by using

the Chain rule of probability:

P (X1...Xn) = P (X1)P (X2|X1)P (X3|X2
1 )...P (Xn|Xn−1

1 )

=

n∏
k=1

P (Xk|Xk−1
1 ) (2)

Applying the chain rule for words, we get

P (wn
1 ) = P (w1)P (w2|w1)P (w3|w2

1)...P (wn|wn−1
1 )

=

n∏
k=1

P (wk|wk−1
1 ) (3)

The traditional language model, the n-gram, assumes that the probability of a word depends on n

preceding words:

P (wn|wn−1
1 ) ≈ P (wn|wn−1

n−N+1) (4)

The traditional n-gram language models have been successful in capturing little correlations among

previous n words but still lacks in capturing the rich linguistic information hidden in the sentence.

The very first step towards the integration of linguistic features in the language model calculated the

language modeling probabilities using the Probabilistic Context-Free Grammar (PCFGs) (Jelinek

et al., 1992; Jurafsky et al., 1995). PCFGs extend CFGs with a probability assigned to all productions

such that the sum of all probabilities for all the productions expanding the same non-terminal is equal

to one. If someone wants to use the PCFG for a language modeling task, all the set of non-terminals

and production rules, as well as the production probabilities, must be decided beforehand. There is

no CFG which is suggested to sufficiently cover unconstrained English (Rosenfeld, 2000). Given
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a CFG and annotated data, one can find the locally optimal context-free production probabilities

but the local optima found are unlikely to be as good as the global optima. In such cases,

the global optimum is considered as computationally infeasible to find. Also, the context-free

production probabilities don’t have sufficient expressive power to capture the true distribution of

parses. Therefore, no PCFGs have been suggested that can beat the traditional n-gram models.

Link grammar, which was introduced by Sleator & Temperley (1995), builds a relation between

pairs of words, such a relation of any pair of adjacent words can be used to predict the succeeding

next word in the sentence (Pietra et al., 1994). Link grammar is a lexicalized grammar formalism,

where a specific link grammar is written by hand for each specific language. Grammatical trigrams

(Pietra et al., 1994) are specialized form of the grammar, where a word can be predicted using any

pair of adjacent words that precedes the word in the sentence. To choose a pair of adjacent words

a link grammar is trained on the training corpus. This grammatical trigrams have shown quite a

improvement over the state-of-the-art trigram models.

Chelba et al. (1997) proposed a maximum entropy language model using dependency grammar

to incorporate both syntax and semantics. They have shown that the grammar like dependency

grammar expresses the relations between words by a directed graph. Such directed graph has edges

connecting the words that are arbitrarily far apart from each other in the sentence, and due to this

such grammar can incorporate the predictive power of words that are way beyond the bigram or

trigram range.

A further modification to the language models introduced the topic modeling (Seymore & Rosenfeld,

1997), where separate topic-specific language model interpolated together at the word level. The

main motive behind interpolation is to capture the topic coherence. The process involved the

bifurcation of the training set in different sets, each containing data about a specific topic. Then

different language models were trained on each such set, and these models where interpolated

together to form a single model. Every topic-specific language model Pi is interpolated using some

weight λi.

P (w|h) =
∑
i

λi · Pi(w|h) (5)

These interpolation weights λi are tuned using a held-out data as test data. Topic modeling can have

different approaches like Seymore & Rosenfeld (1997), where the training data is already classified

into different topics, or like Iyer & Ostendorf (1999), where a clustering algorithm is used to cluster

data set into different topics. Topic modeling does seem to have improve the perplexity results,

however the method of interpolation fails to model the topic coherence. It lacks in differentiating

the similarities of language from topic to topic from the dissimilarities from across the topics. Since

the training data is classified into different topics, the topic-specific data is not sufficient to train the

model properly and owing to this the model baffles at out-of-topic estimations.

Kuhn & de Mori (1990) proposed a n-gram cache method to capture the topic coherence and word

correlations. Such cache methods have shown significant reduction in perplexity and word error rate
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(Kuhn & de Mori, 1990; Jelinek et al., 1991). Word triggers (Rosenfeld, 1996; Beeferman et al.,

1997) are inspired from the generalization of such cache methods to find the correlations between

different words. Rosenfeld (1996) showed that the performance of the linear interpolation of the

trigger component is suboptimal as compared to the model which is trained using maximum entropy

principle. Such exponential models have shown impressive reduction in perplexity results however,

training such exponential models are computationally very expensive and impractical as the pairs

increases in number.

Chelba & Jelinek (1998) developed a language model that used the syntactic structure to model

long-distance dependencies. This syntactic structure was used to extract meaningful information

from the word history, which ensures the usability of long distance dependencies. The proposed

model estimates probability for every joint sequence of words-binary-parse-structure which is

accompanied by a head word annotation. Due its nature of left to right operation it is useful in

many natural language problems, and achieved an improvement over standard trigram modeling.

Chelba & Jelinek (1999) discussed the use of linguistic equivalence classes of the history for

language modeling. A lexicalized parser estimates few plausible equivalence classifications with

some weight of its own based on the given history of word sequence. This estimations from various

classifications are combined linearly. The parser uses a natural probabilistic parameterization of a

pushdown automaton, and an EM algorithm is used for training. The paper reported an improvement

in perplexity results and word error rate over the baseline trigram model.

3.1 USE OF PART-OF-SPEECH

A sequence of words in any language forms a complex and not fully understood lexical relations.

To some extent, such lexical relations between words can be understood using the Part-Of-Speech

(POS) tags. Jelinek (1990) work involved the use of POS tags based n-gram model, as POS tags are

considered to capture the lexical relations between the words.

P (wi|wi−2, wi−1) = P (wi|POSi) · P (POSi|POSi−2, POSi−1) (6)

In such cases, the use of POS helped to reduce the number of parameter and the variance of the

estimations. Main challenge in such models is the polysemous property of the language, where

determining correct POS tags is one of the hard task. Apparently, this model was not much of

success, as measured by reduction in perplexity over the baseline n-gram models.

Another variant of POS-based model (Jelinek, 1990) used the class-based approach (Brown et al.,

1992) where the POS categories determine the syntactic role of each word. An approach of

incorporating syntactic, semantic and lexical dependencies in such class based n-gram models is

proposed in Srinivas (1996). This research showed that without losing speed, robustness and ability

to tightly integrate with a recognizer, a language model can be built with the use of supertags.

Compared to his POS based model this model have shown better performance and claims that the

model even performs better when there is less training data present. Only the Srinivas (1996) POS
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based model had reported an increase in the perplexity, while other approaches of POS based model

had seen a reduction in perplexity (Jelinek, 1990; Kneser & Ney, 1993; Niesler & Woodland, 1996).

Kneser & Ney (1993), also used the concept of word equivalence classes to introduce linguistic

structure in bigram language model. They used a clustering algorithm which finds a local optima

based on some clustering criterion to train the classes automatically. Their maximum-likelihood

criterion automatically finds unknown classifications and unknown number of classes at the same

time, which is a shortcoming of the conventional maximum-likelihood criterion. They further

improved the performance by combining class model with words and POS models. Similarly,

Heeman (1998) and Heeman (1999) used another clustering algorithm to find different equivalence

classes of the context from which the word and POS probabilities are estimated.

4 LINGUISTIC FEATURES IN NEURAL LANGUAGE MODELS

In recent years, many researchers have tried to incorporate external knowledge information in the

neural language models. Bilmes & Kirchhoff (2003), introduced a factored language model (FLM)

and generalized parallel backoff (GPB). They represented a word as a bundle of features which

includes morphological classes, stems, data-driven clusters, etc. And the factored language model

is trained on such bundles rather than simply being trained on the raw words. Alexandrescu &

Kirchhoff (2006), presented a factored neural language model where the word representation in

continuous space is mapped from both the word and explicit word features. On sparse-data Arabic

and Turkish language modeling task their factored neural language model outperformed the existed

model.

After the evolution of recurrent neural networks (RNNs), recurrent neural network language

models (RNNLM) gained attention as RNNLM’s performance is better than the tradition language

models such as the n-gram language models. Numerous research on incorporating part-of-speech

information in statistical language models have shown promising improvement in the results.

Therefore, Shi et al. (2012) investigated the usefulness of such external linguistic and para-linguistic

feature in neural language models like recurrent neural network language models. They added four

different types of linguistic features viz, POS tags, lemmas, and the topics and the socio-situational

setting of a conversation. Their RNNLM model with external linguistic features have shown a

reduction of 31.2 perplexity points over the baseling RNNLM. They also report a highest word

prediction accuracy of 23.11%.

Mikolov & Zweig (2012) also used the recurrent neural network language model and reported an

improvement in perplexity result by incorporating external features along side of each word. They

report improvement in performance by adding contextual real-valued input vector in association with

each word. This input vector represent the external contextual information about the sentence. In this

contextual dependent RNN language model, the current hidden and output vectors are conditioned

on continuous space representation of previous words and sentences. This is achieved by performing

Latent Dirichlet Allocation, where blocks of previous words and sentences are used to achieve a
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topic-conditioned recurrent neural network language model. The approach mentioned in Mikolov &

Zweig (2012) avoids the data fragmentation while building multiple topic models. They have used a

sliding window algorithm to efficiently calculate the context vectors which helped them to achieve

fast context-updating technique.

Research on the use of auxiliary side information such as keywords, title, description, and topic

headline has shown some consistent improvement in language modeling Hoang et al. (2016). Their

research shows that these side information in a foreign language when used to model text in another

language are very beneficial. This work can be used to model the cross-lingual language modeling

task. Further attempts on understanding natural language involved the use of deep semantic

knowledge. Peng & Roth (2016) developed two distinct models that captured semantic frames

chains and discourse information. Their proposed Semantic Language Model (SemLM) have shown

promising improvements over the state-of-the-art systems for co-reference resolution and shallow

discourse parsing.

Many researches has shown that adding external information up to some extent, can improve the

performance of statistical as well as neural network models. Motivated from these researches we

try to improve the neural language modeling task with linguistic annotation. As the incorporation of

POS tags have shown improvement in statistical language modeling we also report an improvement

in perplexity when same features are incorporated and modeled using a neural language model.

5 CONCLUSION AND FUTURE WORK

To investigate whether the external linguistic features are beneficial to language modeling, we

incorporated POS features with word features in a single model. Our empirical results over two

benchmark dataset show that language model can take advantage of given additional linguistic

annotations. We also show that POS tag based additional annotation improves performance of

LSTM-based language models for 26 languages across 8 language families.

In the future, it can be worth exploring the usefulness of other linguistic annotations like lemmas,

dependency labels, subword information, etc. to the neural language model. With the evolution of a

more sophisticated network, these features may prove to be redundant as network learning capability

is likely to increase.

REFERENCES

Andrei Alexandrescu and Katrin Kirchhoff. Factored neural language models. In Human Language

Technology Conference of the North American Chapter of the Association of Computational

Linguistics, Proceedings, June 4-9, 2006, New York, New York, USA, 2006. URL http:

//aclweb.org/anthology/N/N06/N06-2001.pdf.

7

http://aclweb.org/anthology/N/N06/N06-2001.pdf
http://aclweb.org/anthology/N/N06/N06-2001.pdf


Survey Paper : Improving Neural Language Modeling with Linguistic Annotation

Doug Beeferman, Adam L. Berger, and John D. Lafferty. A model of lexical attraction and repulsion.

In 35th Annual Meeting of the Association for Computational Linguistics and 8th Conference

of the European Chapter of the Association for Computational Linguistics, Proceedings of

the Conference, 7-12 July 1997, Universidad Nacional de Educación a Distancia (UNED),

Madrid, Spain., pp. 373–380, 1997. URL http://aclweb.org/anthology/P/P97/

P97-1048.pdf.

Jeff A. Bilmes and Katrin Kirchhoff. Factored language models and generalized parallel backoff.

In Human Language Technology Conference of the North American Chapter of the Association

for Computational Linguistics, HLT-NAACL 2003, Edmonton, Canada, May 27 - June 1, 2003,

2003. URL http://aclweb.org/anthology/N/N03/N03-2002.pdf.

Peter F. Brown, Vincent J. Della Pietra, Peter V. de Souza, Jennifer C. Lai, and Robert L. Mercer.

Class-based n-gram models of natural language. Computational Linguistics, 18(4):467–479,

1992.

Ciprian Chelba and Frederick Jelinek. Exploiting syntactic structure for language modeling. In

36th Annual Meeting of the Association for Computational Linguistics and 17th International

Conference on Computational Linguistics, COLING-ACL ’98, August 10-14, 1998, Université de
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Kaasen, Sylvain Kahane, Hiroshi Kanayama, Jenna Kanerva, Boris Katz, Tolga Kayadelen,
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Teresa Lynn, Vivien Macketanz, Aibek Makazhanov, Michael Mandl, Christopher Manning, Ruli
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André Martins, Jan Mašek, Yuji Matsumoto, Ryan McDonald, Gustavo Mendonça, Niko

Miekka, Margarita Misirpashayeva, Anna Missilä, Cătălin Mititelu, Yusuke Miyao, Simonetta
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Vajjala, Daniel van Niekerk, Gertjan van Noord, Viktor Varga, Eric Villemonte de la Clergerie,

Veronika Vincze, Lars Wallin, Jing Xian Wang, Jonathan North Washington, Maximilan

Wendt, Seyi Williams, Mats Wirén, Christian Wittern, Tsegay Woldemariam, Tak-sum Wong,
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