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Abstract

Synthetic dialogue data generation has
emerged as a pivotal area in natural language
processing, driven by the escalating capabilities
of large pretrained and instruction-tuned lan-
guage models to simulate realistic multi-turn
conversations. This survey traces the field’s
evolution from early template-based and
rule-based systems through hierarchical
encoder–decoder and transformer-based neural
architectures to contemporary LLM-driven
pipelines that leverage prompt engineer-
ing, agent-based-simulation, and external
knowledge grounding. We examine core gen-
eration paradigms—prompt-based synthesis,
agent-based simulation, and plan-and-realize
grounding—analyzing how each shapes
diversity, coherence, and controllability in
synthetic dialogues. A comprehensive review
of evaluation metrics follows, encompassing
surface-level metrics (BLEU, ROUGE),
embedding-based measures (BERTScore,
MAUVE), dialogue-specific criteria (USR, Di-
alogRPT, Distinct-n), and human-in-the-loop
assessments. Finally, we identify key chal-
lenges—including hallucination, persona
drift, lack of standardized benchmarks, and
ethical/privacy concerns—and outline future
research directions toward modular, interopera-
ble architectures, unified evaluation suites, and
human-centered feedback loops to enhance the
scalability, reliability, and trustworthiness of
synthetic dialogue generation.

1 Introduction

Dialogue systems have become an integral compo-
nent of modern natural language processing (NLP),
powering applications ranging from customer sup-
port and task-oriented assistants to open-domain
chatbots and social dialogue agents. However, the
success of data-driven dialogue models has his-
torically depended on large-scale annotated con-
versational corpora, which are expensive to col-
lect, domain-specific, and often privacy-sensitive.

To address these limitations, researchers have ex-
plored methods for generating synthetic dialogue
data to augment or replace human-authored exam-
ples. Early approaches leveraged handcrafted tem-
plates and rule-based user simulators (Schatzmann
et al., 2007), while later neural methods employed
Seq2Seq architectures (Vinyals and Le, 2015), hi-
erarchical models (Serban et al., 2016a), and re-
inforcement learning for dialogue response opti-
mization (Li et al., 2016b). Despite progress, these
paradigms face challenges in scalability, diversity,
and linguistic richness.

The advent of large-scale pretrained language
models (LLMs), such as GPT-3 (Brown et al.,
2020) and InstructGPT (Ouyang et al., 2022), has
marked a paradigm shift in synthetic data genera-
tion. LLMs, trained on massive text corpora, ex-
hibit strong few-shot and zero-shot capabilities,
enabling the generation of coherent, contextually
appropriate dialogues via prompt-based techniques.
Moreover, recent work on instruction tuning and
chain-of-thought prompting has improved the con-
trollability and reasoning abilities of LLMs (Wei
et al., 2022). Leveraging LLMs to synthesize task-
oriented dialogs from seed instructions (Wang et al.,
2023) or prompt-based persona conditioning (Chen
et al., 2023) has produced high-quality synthetic
dialogues that rival human-authored data. These de-
velopments open new avenues for scalable, domain-
agnostic dialogue synthesis while raising novel
challenges in data quality, consistency, and evalua-
tion.

In this survey, we provide a comprehensive
overview of LLM-driven synthetic dialogue dataset
generation. Our contributions are:

• We examine the core synthetic dialog genera-
tion methodologies—prompt-based synthesis,
LLMs as agents, and plan-and-realize ground-
ing—highlighting how each approach shapes
dataset quality and diversity. (Section 4)
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• We survey evaluation metrics used for
synthetic dialogue corpora, covering
automatic surface and embedding-
based metrics (BLEU (Papineni et al.,
2002), BERTScore (Zhang et al., 2020a),
MAUVE (Pillutla et al., 2021)), dialogue-
specific measures (USR (Mehri and Eskenazi,
2020), DialogRPT (Gao et al., 2020), Distinct-
n (Li et al., 2016a)), and human judgment
practices. (Section 5)

• Identify and discuss critical chal-
lenges—factual consistency, controllability,
scalability, and ethical/privacy issues—and
propose promising future research direc-
tions toward modular architectures and
standardized benchmarks. (Section 6)

The remainder of this paper is organized as fol-
lows. Section 2 introduces core definitions and
dialogue types. Section 3 briefly reviews pre-LLM
dialogue generation paradigms. Section 4 dissects
generation pipelines in detail, discussing their mo-
tivations, methodologies, and artifacts. Section 5
surveys evaluation metrics used for synthetic dia-
logue quality. Section 6 discusses key challenges
with LLM-based synthetic dialog data generation.
Finally, Section 7 offers summary reflections, con-
cluding remarks and future directions.

2 Background

2.1 What Is “Synthetic Dialogue Data”?

We define synthetic dialogue data as any conversa-
tional corpus whose turns, whether they are user ut-
terances, system responses, or both, are generated
automatically rather than captured directly from
human to human or human to machine interac-
tions. Synthetic data aims to emulate the functional
properties of real conversations (e.g., turn-taking,
grounding, error patterns) while offering advan-
tages in scale, controllability, and privacy.

Unlike classic data augmentation which is fo-
cused on producing variants of existing utterances,
synthetic dialogue data can instantiate entirely
novel conversation flows, including new slot com-
binations, dialogue acts, and error patterns. Com-
pared to purely human-collected corpora, synthetic
datasets offer:

• Unlimited Scale: Generation can be repeated
to meet any desired dataset size.

• Domain Control: Parameters (e.g., slot distri-
butions, error rates) can be explicitly tuned to
target specific applications or stress-test edge
cases.

• Privacy Preservation: By avoiding direct
use of sensitive user logs, synthetic data re-
duces risks associated with personally identi-
fiable information and compliance with data-
protection regulations.

• Rapid Domain Prototyping: New domains
or languages can be bootstrapped with mini-
mal human annotation via cross-lingual back-
translation or multilingual prompts.

2.2 Dialogue Types and Task Settings
Synthetic dialogue data can be customized for dif-
ferent types of conversations and use cases. We
summarize the key settings where such data is com-
monly applied:

Task-Oriented Dialogue: These are goal-driven
conversations, such as booking a flight, re-
serving a restaurant, or checking the weather.
Each turn aims to fill specific slots (e.g.,
restaurant_name, time, location) that
help accomplish the user’s task. Simulators
for task-oriented dialogue often generate syn-
thetic conversations by exhaustively combin-
ing user intents and slot values. Reinforce-
ment learning can also be used to train system
policies that maximize success metrics like
task completion or user satisfaction. Figure 1
shows an example of a restaurant booking sce-
nario where the system identifies the user goal
and responds accordingly. This type of inter-
action is typical in multi-turn systems trained
via templates, simulators, or large language
models.

Open-Domain (Chit-Chat): These are open-
ended, social interactions with no specific
goal other than engagement and naturalness.
For instance, a chatbot discussing weekend
plans or giving casual movie recommenda-
tions. Synthetic generation in this setting
typically uses large language models (LLMs)
such as GPT-3 or BlenderBot, which are
prompted with examples or personas to
maintain consistency and variety (Zhang
et al., 2020b; Roller et al., 2021; Brown
et al., 2020). Figure 2 shows an example
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Figure 1: Example of a task-oriented dialogue where the user makes specific requests (e.g., find an expensive
English restaurant and retrieve its phone number).

of a persona-driven open-domain dialogue,
where the agent maintains consistency
with its background profile throughout the
conversation.

Figure 2: An example of a persona-conditioned open-
domain chatbot where the agent’s responses are influ-
enced by a predefined persona.

Mixed-Initiative Dialogue: In mixed-initiative
dialogues, both the user and the system take
turns leading the interaction. For example, if
the user says “I want to eat out,” the system
might ask “Do you prefer indoor or outdoor
seating?” before proceeding. As shown in
Figure 3, the system actively probes for more
context while allowing the user to express
emotional and narrative content, requiring
careful management of dialogue flow and
sensitivity.

Multimodal Dialogue: Some conversations in-
volve more than just text—they include vision
(images, scenes), speech (prosody, pauses), or
gestures. For instance, a dialogue system help-
ing someone navigate a physical environment
or describing a photo. Synthetic data for mul-
timodal dialogue pairs generated utterances

Figure 3: Example of a mixed-initiative dialogue where
the system responds empathetically and prompts further
disclosure, illustrating fluid turn-taking.

with contextual signals like images or speech
features, enabling the training of embodied
or speech-aware conversational agents. Fig-
ure 4 illustrates a multimodal shopping assis-
tant that integrates both textual conversation
and image-based product displays, enabling
fine-grained, context-aware interaction.

3 Overview of Synthetic Dialogue
Generation Paradigms

This section provides a concise historical context
for synthetic dialogue generation, highlighting ma-
jor paradigms prior to the dominance of large lan-
guage models.

• Template-based and Rule-Based Gener-
ation. Early conversational agents re-
lied on handcrafted templates and produc-
tion rules to generate responses. Systems
such as ELIZA (Weizenbaum, 1966) and
A.L.I.C.E. (Wallace, 2009) demonstrated the

3



Figure 4: An example of a multimodal dialogue system
where the assistant responds to user queries using both
text and visual product options.

feasibility of dialogic interaction through pat-
tern matching and scripted reply templates.
As shown in Figure 5, these systems gener-
ated responses by transforming user inputs
according to predefined rules. Despite their
interpretability and control, these methods suf-
fer from limited linguistic diversity and brittle
behavior outside predefined scenarios.

• Simulation-Based Methods. To support
policy learning in task-oriented systems, re-
searchers developed user simulators that
mimic human interlocutors. Agenda-based
simulators employ a goal stack and slot-
filling agenda to generate user utterances, en-
abling reinforcement learning of dialogue poli-
cies (Schatzmann et al., 2007). Probabilistic
simulators further introduced stochastic varia-
tion but remained confined to limited domains
and ontologies (Wen et al., 2015).

Figure 5: A sample conversation with ELIZA, an early
rule-based chatbot. The dialogue demonstrates ELIZA’s
pattern-matching responses, such as rephrasing user in-
puts (e.g., "He says I’m depressed" → "I am sorry to
hear that you are depressed") and prompting for elabo-
ration (e.g., "Can you think of a specific example?").

• Pre-LLM Neural Generative Models. The
advent of neural architectures ushered in
data-driven generation. Hierarchical encoder-
decoder models capture multi-turn context via
latent variables and recurrent structures (Ser-
ban et al., 2016b). As illustrated in Figure 6,
these models process dialogue turns hierar-
chically, with utterance-level encoding feed-
ing into conversation-level context modeling.
Subsequently, transformer-based fine-tuned
models like DialoGPT leverage large-scale
pretraining and self-attention to produce more
coherent replies (Zhang et al., 2020b). While
these models improved fluency and context
tracking, their generation quality hinged on
the size and domain coverage of supervised
corpora.

Conventional synthetic generation approaches
face scalability challenges: template-based meth-
ods lack diversity; simulators require painstak-
ing design; and neural models demand extensive
annotated data for finetuning. Moreover, these
paradigms often struggle with open-domain dia-
logues, long-range coherence, and dynamic adap-
tation to new topics, motivating the shift toward
promptable LLMs.

4 LLM-Driven Synthetic Dialogue Data
Generation

In this section, we present a detailed review of
prominent methods that leverage large language
models (LLMs) to construct synthetic dialogue
datasets. Each method is discussed through its
motivation, generation methodology, and dataset
characteristics. The goal is to understand how dif-
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Figure 6: The computational graph of the HRED architecture for a dialogue composed of three turns. Each utterance
is encoded into a dense vector and then mapped into the dialogue context, which is used to decode (generate) the
tokens in the next utterance. The encoder RNN encodes the tokens appearing within the utterance, and the context
RNN encodes the temporal structure of the utterances appearing so far in the dialogue. Adapted from (Serban et al.,
2016b).

ferent prompting, planning, or agent simulation
strategies are used to construct multi-turn conver-
sational corpora across diverse domains.

4.1 PLACES: Prompting Language Models
for Social Conversation Synthesis (Chen
et al., 2023)

Motivation The PLACES framework addresses
the challenges of collecting high-quality conver-
sational data for social dialogue systems. Tradi-
tional approaches relying on crowdworkers are ex-
pensive and yield inconsistent quality, while ex-
isting datasets often lack diversity or are limited
to dyadic interactions. PLACES proposes using
expert-written examples to guide LLMs in generat-
ing synthetic conversations that match the quality
of human-collected datasets while enabling con-
trol over conversation topics and participant back-
grounds.

Methodology The approach involves three key
components:

• Expert-written examples: A small pool of 10
high-quality conversations written by experts,
each accompanied by a "recipe" specifying
the topic and background information for par-
ticipants (e.g., "Alice loves cats. Bob is more
of a dog person.").

• Few-shot prompting: For generation, the
model (OPT-30B (Zhang et al., 2022)) is
prompted with 3 randomly sampled example
conversations plus a new target recipe.

• Multi-party extension: The method is ex-
tended to triadic conversations by adding a
third participant’s background information.

Key technical details:

• Generates 5,592 conversations matching
the topic-subtopic pairings from the FITS
dataset (Xu et al., 2023)

• Average conversation length: 9.29 turns
(12.84 words/turn)

As shown in Figure 7, the model generates a con-
textually appropriate dialogue based on the given
topic and background.

Evaluation and Results The synthetic conversa-
tions were rigorously evaluated through:

• Human assessment (28 crowdworkers rating
200 samples):

– Rated more coherent (4.61/5) and consis-
tent (4.63/5) than DailyDialog (Li et al.,
2017)

– 95% matched their prescribed topics

• Lexical diversity: Higher Distinct-N scores
than human datasets for bigrams/trigrams

• Fine-tuning results: BlenderBot mod-
els (Roller et al., 2021) trained on synthetic
data performed comparably to those trained
on human data in interactive evaluations

• Multi-party conversations: Synthetic tri-
adic dialogues outperformed human-collected
datasets across all quality dimensions
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Figure 7: PLACES generation framework showing the prompt structure (left) with example recipes and generated
conversation (right). The model uses few-shot examples to produce topic-grounded dialogues while maintaining
speaker consistency.

4.2 Synthetic Dialogue Generation Using
LLM Agents (Abdullin et al., 2023)

Motivation This work addresses the specific
challenge of generating training data for goal-
oriented conversational agents in mathematical op-
timization domains. The authors focus on creating
synthetic dialogues that can help users formulate
linear programming (LP) problems through natural
language interactions, addressing a key bottleneck
where non-experts struggle to translate real-world
problems into formal optimization models.

Methodology The framework employs a dual-
agent architecture using GPT-4:

• A Question Generation (QG) Agent acts as the
conversational assistant, systematically elic-
iting LP problem components (decision vari-
ables, objective function, constraints) through
targeted questions

• A Question Answering (QA) Agent simulates
the user, responding based on problem de-
scriptions from the NL4Opt dataset (Rama-
monjison et al., 2022)

• The dialogue terminates when the QG agent
produces a complete summary of the LP prob-
lem, verified against the original description

Key innovations include:

• Domain-specific prompt engineering to main-
tain mathematical accuracy while avoiding
technical jargon

• An automatic summary verification mecha-
nism to ensure dialogue quality

• Temperature-controlled generation to balance
consistency and diversity

Dataset and Evaluation The authors generated
476 dialogues (with 28 human-annotated examples)
featuring:

• Average length of 20 turns (3,658 characters)

• 97% success rate in producing valid LP prob-
lem summaries

• Coverage of 9 common constraint types from
real-world optimization problems

Evaluation combined:

• Human assessment (4 annotators) showing
high scores for information recall (4.29/5) and
precision (4.38/5)

• Automatic metrics with strong
BERTScore (Zhang et al., 2020a) and
moderate ROUGE-L (Lin, 2004) performance

• A novel GPT-4 evaluator achieving fair corre-
lation of 0.67 with human precision judgments

4.3 SynDG: Grounded Dialogue via
Plan-and-Realize Framework (Bao et al.,
2023)

Motivation Existing approaches for generating
knowledge-grounded dialogues often lack explicit
modeling of dialogue flow—the structured progres-
sion of topics that ensures conversation coherence.
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Human dialogues naturally transition between re-
lated knowledge pieces (e.g., moving from “husky
dogs” to “sled dogs” to “huskies as pets”). Cur-
rent synthetic generation methods either require
expensive human annotation or produce incoherent
outputs by neglecting this flow structure. SynDG
addresses this by automating high-quality dialogue
generation while preserving logical knowledge pro-
gression.

Methodology The framework (as shown in Fig-
ure 8) employs a three-stage pipeline:

• Flow Construction: Heuristic sampling
from knowledge sources (Wikipedia arti-
cles/persona profiles) creates topic sequences
respecting domain-specific patterns. For
WoW (Wizard of Wikipedia) (Dinan et al.,
2019), 90% of wizard turns sample from cen-
tral topic sentences.

• Utterance Realization: A T5-Large (Raffel
et al., 2020) model incrementally generates
each utterance conditioned on:

– Previous dialogue history
– Current knowledge piece (marked with

[t] tags)
– 1–2 subsequent knowledge pieces (for

coherence)

• Quality Filtering: Two T5-based scorers eval-
uate:

– Flow-level consistency (masked knowl-
edge prediction)

– Utterance-level coherence (masked utter-
ance prediction)

Bottom 50% scored dialogues are discarded.

Dataset The framework produces:

• 36,860 WoW (Wizard of Wikipedia)-
style (Dinan et al., 2019) dialogues (18,430
retained after filtering)

• 6,600 PersonaChat (Zhang et al., 2018) dia-
logues (from 10k initial samples)

Key statistics:

• Avg. 10 turns/dialogue (WoW (Dinan et al.,
2019)) and 16 turns (PersonaChat (Zhang
et al., 2018))

• 52,800 training samples for PersonaChat

• Covers both seen/unseen topics (WoW (Di-
nan et al., 2019) Test Unseen shows 14.67
BLEU-4)

Data quality is validated by:

• Human evaluation (30%+ preference over
baselines)

• Low-resource experiments (1/16 data matches
full-data performance)

The reviewed approaches showcase a diverse
toolkit for synthetic dialogue generation, includ-
ing prompt-based generation (Chen et al., 2023),
agent-based simulation (Abdullin et al., 2023), and
grounded realization (Bao et al., 2023). Each
method contributes unique design trade-offs and ar-
tifacts, enriching the dialogue modeling landscape.

5 Evaluation Metrics for Synthetic
Dialogue Data

Evaluating synthetic dialogue datasets require care-
ful consideration of metrics that reflect not only the
surface-level similarity of generated text to refer-
ences but also dialogue-specific qualities such as
contextual coherence, diversity, engagement, and
faithfulness to external knowledge. In this section,
we review automatic metrics, dialogue-specific met-
rics, and human evaluation tailored to synthetic
dialogue data.

5.1 Automatic Metrics
Automatic metrics provide rapid, reproducible as-
sessments of synthetic dialogues, facilitating large-
scale comparisons.

5.1.1 N-gram Overlap Metrics
BLEU (Papineni et al., 2002) computes the pre-
cision of n-gram matches between generated ut-
terances and reference dialogues. Despite its
widespread use, BLEU often fails to capture se-
mantic adequacy in dialogue due to high lexical
variability.

ROUGE (Lin, 2004) emphasizes recall of over-
lapping n-grams or sequences, making it suitable
for capturing information coverage but similarly
limited by surface matching.

METEOR (Banerjee and Lavie, 2005) improves
on BLEU (Papineni et al., 2002) by incorporating
synonym matching, stemming, and a penalty for
fragmentation, yielding better correlation with hu-
man judgments in short text generation tasks.
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Figure 8: SynDG’s generation pipeline: (a) Knowledge-guided flow construction, (b) Incremental utterance
realization with future knowledge window, (c) Two-stage quality filtering.

5.1.2 Embedding-based Metrics
Moving beyond exact matches, embedding-based
metrics assess semantic similarity.

BERTScore (Zhang et al., 2020a) computes
token-level cosine similarities using contextual em-
beddings from pretrained transformers, showing
higher correlation with human ratings for dialogue
fluency and relevance.

MAUVE (Pillutla et al., 2021) measures the
divergence between distributions of real and gen-
erated text in embedding space, quantifying how
closely synthetic dialogues match human conversa-
tional patterns.

5.1.3 Diversity Metrics
Synthetic dialogue data must avoid generic or repet-
itive utterances.

Distinct-n (Li et al., 2016a) calculates the ra-
tio of unique n-grams (typically unigrams and bi-
grams) to total generated tokens, with higher values
indicating greater lexical diversity.

5.1.4 Task-specific F1
For synthetic data aimed at question–answer or
slot-filling dialogues, F1 measures the harmonic
mean of precision and recall of key information
(e.g., slot values) extracted from generated utter-
ances, aligning evaluation with downstream task
objectives.

5.2 Dialogue-Specific Metrics

Automatic metrics borrowed from general NLG
often overlook salient dialogue properties. Special-
ized metrics have been developed to address these
gaps.

5.2.1 Context Coherence

Metrics like USR (UnSupervised and Reference-
free evaluation) (Mehri and Eskenazi, 2020) predict
coherence scores by modeling the likelihood of a
response given dialogue history, without requiring
references.

5.2.2 Engagement

Engagement Predictors estimate how likely a dia-
logue turn is to stimulate user interest. For instance,
the EngageScore (Ghazvininejad et al., 2017) uses
reinforcement learning feedback signals to approx-
imate user engagement, while learned metrics such
as DialogRPT (Gao et al., 2020) rank responses
by preference models trained on upvotes and down-
votes from large-scale human interactions.

5.2.3 Topical Diversity

Evaluating whether synthetic dialogues cover a
breadth of topics can be quantified by comput-
ing the entropy over topic assignments, using pre-
trained topic classifiers (Dieng et al., 2020). High
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entropy indicates a wider topical spread in the
dataset.

5.3 Human Evaluation
Human judgments remain the gold standard for as-
sessing dialogue quality. Crowdsourced annotators
or expert raters evaluate synthetic dialogues along
multiple axes.

5.3.1 Fluency
Annotators rate the grammaticality and readability
of each utterance, typically on a Likert scale (1–5).
Fluency scores correlate with automatic perplex-
ity measures but capture nuanced linguistic errors
beyond n-gram patterns.

5.3.2 Relevance and Coherence
Human judges assess whether each response appro-
priately follows the preceding context. Liu et al.
(2022) recommend pairing Likert-scale relevance
judgments with binary coherence flags to disentan-
gle topicality from turn-level consistency.

5.3.3 Informativeness
For grounded or task-oriented synthetic dialogues,
evaluators judge whether utterances convey correct
and useful information. This can involve checking
factual accuracy against a knowledge source or
verifying slot completion in a task schema.

5.4 Faithfulness in Retrieval-Augmented
Generation

For synthetic dialogues that incorporate external
knowledge via retrieval (RAG), specialized metrics
assess faithfulness and attribution.

5.4.1 Attribution Accuracy
Evaluating whether generated content correctly
cites or references retrieved documents, measured
by the proportion of facts in outputs traceable to
source passages (Lewis et al., 2020).

5.4.2 Groundedness Score
Metrics such as Groundedness (Dziri et al., 2022)
compute the semantic alignment between gener-
ated utterances and retrieved knowledge, using
embedding-based similarity thresholds to ensure
the model remains anchored in the retrieval.

6 Challenges

As synthetic dialogue generation methods mature,
a number of critical challenges have emerged that
must be addressed to fully realize the potential

of large-scale, high-quality conversational corpora.
In this section, we identify key obstacles span-
ning data quality, model controllability, evaluation,
ethics, and deployment.

6.1 Data Quality and Fidelity
6.1.1 Hallucination and Factual Inconsistency
Despite remarkable fluency, LLM-based dia-
logue generators often produce hallucinated con-
tent—responses that are grammatical but factually
incorrect or unverifiable. This is especially prob-
lematic for grounded and task-oriented settings
where user trust hinges on accuracy (e.g., booking
systems, medical advice bots). Current mitigation
strategies include retrieval-augmented generation
(RAG) and explicit grounding prompts, yet these
approaches struggle with:

• Source attribution: Systems may reference
knowledge that is not present in the retrieval
index, or fail to properly cite the origin of
facts.

• Controlled integration: Seamlessly inter-
leaving retrieved facts with generated context
without breaking discourse coherence remains
an open problem.

• Hallucination detection: Automated metrics
for flagging hallucinations in conversational
settings are underdeveloped, making large-
scale filtering unreliable.

6.1.2 Diversity versus Quality Trade-off
High lexical and topical diversity often comes at the
expense of coherence or task success. Systems with
aggressive sampling (high temperature, nucleus
sampling with large p) produce varied utterances
but risk incoherent tangents; conservative decoding
yields safe yet repetitive dialogues.

• Balancing exploration and exploitation:
Current temperature and nucleus thresholds
are hand-tuned and do not generalize across
domains.

• Adaptive decoding: Few approaches dynam-
ically adjust decoding hyperparameters mid-
dialogue based on context or user feedback.

6.1.3 Scalability of Generation Pipelines
LLM-driven pipelines require substantial compute,
particularly when synthesizing millions of multi-
turn dialogues. Efficiency bottlenecks arise in:
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• Prompt efficiency: Large few-shot prompts
consume context window and degrade
throughput.

• Agent-based simulation: Multi-agent envi-
roments multiply inference cost quadratically
with number of participants.

• Filtering and verification: Two-stage quality
filters (flow-level, utterance-level) require ad-
ditional forward passes, doubling or tripling
inference time.

6.2 Controllability and Personalization
6.2.1 Persona and Style Drift
Maintaining consistent speaker persona or dialogue
style over lengthy interactions remains challenging.
Drift occurs when:

• Prompt leakage: Few-shot context no longer
fully represents persona after many turns.

• Implicit biases: LLMs introduce sociolin-
guistic biases that override explicit persona
attributes.

6.2.2 Fine-Grained Control Over Dialogue
Acts

Synthetic dialogues often lack explicit annotation
of dialogue acts (e.g., question, request, affirma-
tion), making it difficult to train controllable di-
alogue managers. While some plan-and-realize
frameworks build topic flows, they rarely incorpo-
rate discourse-level act planning.

6.3 Evaluation and Benchmarking
6.3.1 Lack of Standardized Benchmarks
Synthetic dialogue research employs diverse
datasets and custom metrics, impeding fair compar-
ison across methods. Existing benchmarks often
focus on surface metrics or small-scale human stud-
ies.

6.3.2 Human Evaluation Scalability
Crowdsourced evaluations are costly and lack
inter-annotator consistency. Moreover, evaluations
rarely reflect real user interactions.

6.4 Ethical, Privacy, and Bias Considerations
6.4.1 Propagation of Societal Biases
LLMs trained on web corpora inherit biases (gen-
der, racial, ideological) that can manifest in syn-
thetic dialogues, potentially amplifying harmful
stereotypes.

6.4.2 Privacy and Data Leakage
Synthetic data is often promoted as privacy-
preserving, yet LLMs can memorize and regur-
gitate training data. The risk of exposing sensi-
tive content—especially when fine-tuned on private
logs—remains real.

6.5 Domain Adaptation and Low-Resource
Scenarios

6.5.1 Multilingual and Cross-Lingual
Generation

Most synthetic dialogue work focuses on English,
leaving non-English languages underrepresented.
Prompt engineering and in-context learning often
fail in low-resource languages.

6.5.2 Specialized Domains and Jargon
Technical domains (law, medicine, finance) require
precise terminology and adherence to domain con-
ventions. Off-the-shelf LLMs lack deep domain
expertise, leading to superficial or misleading dia-
logues.

6.6 Interactive and Continual Learning

Real-world dialogue agents must adapt over time
based on user feedback, evolving language trends,
and shifting user needs. Static synthetic corpora
cannot capture this dynamism.

6.7 Robustness, Safety, and Deployment

6.7.1 Adversarial and Safety-Critical
Scenarios

Dialogue systems in healthcare, finance, or au-
tonomous vehicles must be robust to adversarial
inputs and safe-fail under uncertainty.

6.7.2 Real-Time Constraints and Edge
Deployment

Large models typically run in the cloud, incurring
latency and privacy concerns. Edge deployment
demands lightweight yet capable systems.

6.8 Synthesis of Directions

The challenges outlined above are deeply intercon-
nected. For example, improving factuality via re-
trieval can also aid diversity by grounding prompts
in heterogeneous knowledge sources; enhancing
controllability of dialogue acts supports both evalu-
ation rigor and user trust; and deploying compact
agents on edge devices demands advances in model
compression, interactive learning, and safety. We
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therefore advocate for research that bridges these
dimensions through:

• Modular, interoperable pipelines: Architec-
tures where retrieval, planning, generation, fil-
tering, and evaluation are decoupled yet com-
municate via shared interfaces.

• Unified benchmarks: Large-scale, multilin-
gual, multi-domain evaluation suites that re-
flect real-world usage patterns and safety con-
straints.

• Human-centered feedback loops: Systems
seamlessly integrate diverse forms of human
input—preferences, corrections, and safety
judgments—to close the loop on synthetic
data quality.

By tackling these challenges in an integrated
manner, the field can move toward the generation
of synthetic dialogue corpora that not only scale
arbitrarily but also uphold the fidelity, diversity,
safety, and ethics required for next-generation con-
versational AI.

7 Summary, Conclusion and Future Work

7.1 Summary

This survey has traced the evolution of synthetic
dialogue data generation from early template-based
and rule-based methods to modern pipelines driven
by large language models (LLMs). We examined
three major paradigms. First, prompt-based syn-
thesis, such as PLACES (Chen et al., 2023), uses
few-shot prompting and persona-topic conditioning
to generate diverse and coherent social conversa-
tions. Second, agent-based simulation employs
LLMs in self-play settings where one model plays
both user and system roles, enabling the creation
of task-oriented dialogues without requiring real
user data (Abdullin et al., 2023). Third, plan-and-
realize grounding approaches, such as SynDG (Bao
et al., 2023), use structured topic flows or external
knowledge as scaffolds before realizing utterances
with a generation model and applying multi-stage
filtering for quality assurance. Evaluation of syn-
thetic dialogues remains a challenge. We reviewed
common automatic metrics like BLEU (Papineni
et al., 2002), BERTScore (Zhang et al., 2020a),
and MAUVE (Pillutla et al., 2021), as well as
dialogue-specific metrics including USR (Mehri
and Eskenazi, 2020), Distinct-n (Li et al., 2016a),

and DialogRPT (Gao et al., 2020). Human eval-
uations typically assess fluency, coherence, and
informativeness, while recent work also empha-
sizes factual consistency in retrieval-augmented
generation (Lewis et al., 2020; Dziri et al., 2022).
These efforts have facilitated the creation of large-
scale synthetic dialogue corpora that significantly
enhance conversational model performance.

7.2 Conclusion
Synthetic dialogue generation has progressed
rapidly, shifting from hand-crafted, rule-based tech-
niques to sophisticated LLM-driven pipelines capa-
ble of producing vast and diverse corpora. These
modern approaches, particularly prompt-based gen-
eration (Chen et al., 2023), agent-based simula-
tion (Abdullin et al., 2023), and plan-and-realize
systems (Bao et al., 2023), have enabled the cre-
ation of high-utility datasets across open-domain
and task-oriented scenarios. However, challenges
remain. Ensuring factual accuracy, controlling
stylistic consistency and persona fidelity, and build-
ing robust, reproducible evaluation protocols are
unresolved issues. Moreover, ethical concerns such
as bias propagation and privacy leakage demand
careful consideration. Addressing these challenges
will require collaborative, interdisciplinary efforts
focused on building modular, controllable, and
ethically-aware synthetic data generation frame-
works. These future systems should integrate real-
world feedback and support transparent benchmark-
ing to advance trustworthy and inclusive conversa-
tional AI.

7.3 Future Work
To overcome the current limitations of syn-
thetic dialogue generation, future research should
prioritize several directions. First, hybrid re-
trieval–generation architectures should be devel-
oped to combine external knowledge grounding
with the fluent generation capabilities of LLMs,
thereby reducing hallucinations and improving fac-
tual consistency. Second, generation pipelines
should decouple dialogue act planning from sur-
face realization, enabling finer-grained control over
conversational flow and function. Third, interac-
tive and continual learning strategies must be inte-
grated, allowing systems to adapt in real time to
user feedback through techniques such as reinforce-
ment learning with human preferences (RLHF) and
active learning. Fourth, the field urgently needs uni-
versal benchmarking frameworks. These should in-
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clude multilingual and multi-domain datasets, track
hyperparameter settings, and combine standard
automatic metrics (Papineni et al., 2002; Zhang
et al., 2020a; Pillutla et al., 2021) with dialogue-
specific evaluations (Mehri and Eskenazi, 2020;
Li et al., 2016a) and human assessments. Fifth,
ethical and privacy considerations should be em-
bedded into generation workflows via differential
privacy techniques, adversarial robustness testing,
and automatic bias detection and mitigation strate-
gies. Finally, advances in model compression and
split-inference architectures are needed to deploy
capable dialogue systems on edge devices where la-
tency, privacy, and resource constraints are critical.
Addressing these directions in a cohesive manner
will ensure the generation of synthetic dialogue
datasets that are scalable, high-quality, and aligned
with societal values.
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