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Abstract
As education systems increasingly transition
to digital platforms, the demand for efficient
and accurate assessment methods has grown
significantly. This paper provides a compre-
hensive overview of Automatic Short Answer
Grading (ASAG), a technology designed to au-
tomatically evaluate student responses. We ex-
plore two main types of ASAG systems: tra-
ditional ASAG, which focuses solely on grad-
ing, and ASAG with feedback, which also pro-
vides students with explanations and construc-
tive feedback. The paper reviews the various
datasets utilized in ASAG research, including
traditional and feedback-based datasets, and ex-
amines the range of methods employed, from
basic machine learning algorithms to advanced
deep learning techniques. We also discuss key
challenges such as the need for multimodal-
ity, multilingual support, and personalization,
and present future directions to address these
challenges. Our goal is to present the progress,
challenges, and future possibilities in ASAG,
making it easier for researchers and educators
to understand and leverage this technology in
enhancing educational outcomes.

1 Introduction

Technology integration in education has resulted in
transformative changes, redefining traditional peda-
gogical approaches and assessment methodologies.
Effective education relies on both feedback and ex-
planations provided during assessments to ensure
quality learning outcomes (Shute, 2008). Grading
questions in tests and examinations have proven to
be a good measure to assess student learning and
understanding of a topic or a subject. An exam
could include various question types, such as multi-
ple choice, fill-in-the-blank, short answers, essays,
etc. Among these question types, short answers
and essays are more complicated to analyze than
multiple-choice or fill-in-the-blank type questions
due to flexibility and natural language in the re-
sponse. Automating the grading process becomes

crucial, especially in countries with extremely high
student-to-teacher ratios, as it can significantly re-
duce teachers’ workloads and improve the assess-
ment process. Significant advancements have been
achieved in this field in recent years, primarily at-
tributed to the SemEval Semantic Textual Simi-
larity (STS) task (Agirre et al., 2012, 2013, 2014,
2015).

This challenge can be approached as a machine
learning issue, where the objective is to calculate
the grade of a student’s response based on how sim-
ilar it is to the reference answers. However, simply
assigning a score or label to a learner’s response is
often inadequate in practical educational contexts.
Nevertheless, the grading process’s accuracy de-
pends on various factors, like the features used to
depict the student’s answer, the similarity metric
used, and the quantity and quality of the data used
to train the grading model.

1.1 Problem Statement

The problem statement for the task of ASAG is
further divided into two subcategories

1. Traditional Automatic Short Answer Grading

2. Automatic Short Answer Grading with Feed-
back

1.1.1 Traditional Automatic Short Answer
Grading

Given a question, a reference answer, and a stu-
dent’s answer, the goal is to assign a label indi-
cating the degree of correctness in the student’s
answer compared to the reference answer. This
task involves evaluating the alignment between the
student’s and reference answers and assigning an
output label or grade for that particular answer. Fig-
ure 1 illustrates the problem statement, showing an
input and output sample.
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Figure 1: Traditional ASAG accepts a question, reference answer, and student answer as input and outputs an output
label from ‘correct,’ ‘partially correct,’ or ‘incorrect.’

1.2 Automatic Short Answer Grading with
Feedback

Given a question, a reference answer, and a stu-
dent’s answer, the aim is to provide content-focused
elaborated feedback and assign a label indicating
the degree of correctness in the student’s answer
compared to the reference answer. Here, we focus
on questions where the answer type is a sentence
or a short paragraph. This task involves evaluating
the alignment between the student’s and reference
answers. Figure 2 illustrates the problem statement,
showing an input and output sample.

1.3 Motivation

The increasing demand for technology in education
has led to a need for more efficient and effective
methods of grading short-answer assessments. Due
to very high student-to-teacher ratio in the educa-
tional field, traditional manual grading methods
frequently consume a significant amount of educa-
tor’s time, limiting their ability to provide students
with timely and constructive feedback. Manual
grading of short answers is also prone to human er-
ror and lacks consistency. To support this argument,
reference to 2011 data reveals that in the realm of
secondary education, India exhibits a students-per-
teacher ratio of 25.92. In contrast, for countries
like Central African Republic (CAR) and Croa-
tia, the corresponding student-per-teacher ratios
are 66.82 and 8, respectively. In this section, data
values have been taken from the nationmaster web-

site 1.
As a result, the task of manually grading stu-

dent answers places a significant burden on the
teacher or instructor. Over that, real-world tests
and evaluations include questions from multiple
domains. Grading models trained on such broad
datasets can better simulate student response com-
plexity and variety, yielding more accurate and
relevant assessment outcomes. Given the varying
student-to-teacher ratios within India and world-
wide, which can be seen in Figure 3, a critical need
arises for innovative solutions to manage assess-
ment and feedback processes effectively. Here’s
how the introduction of a new ASAG dataset and,
hence, improving the ASAG system can address
these challenges:

• Scalability: Automating the grading process
becomes crucial in countries where student-
to-teacher ratio is extremely high. An ASAG
system can efficiently handle a large volume
of student responses.

• Timely Feedback: With larger class sizes,
providing timely and constructive feedback
to each student becomes challenging. An au-
tomated grading system can offer immediate
feedback.

• Standardization: Automated grading ensures
1https://www.nationmaster.com/

country-info/stats/Education/
Pupil--teacher-ratio,-secondary#2011

https://www.nationmaster.com/country-info/stats/Education/Pupil--teacher-ratio,-secondary#2011
https://www.nationmaster.com/country-info/stats/Education/Pupil--teacher-ratio,-secondary#2011
https://www.nationmaster.com/country-info/stats/Education/Pupil--teacher-ratio,-secondary#2011


Question What is the difference between basin order and channel order?

Reference Answer Basin order is highest order of any stream in that basin whereas Channel
order is order of stream which denotes that in what order of streams has
joined the channel."

Student Answer 1 Highest order channel is the basin order whereas channel order is the order
of channel from tributaries to reaches to main river stream.

Label 2 (Correct response)
Feedback Excellent! You have a clear understanding of the distinction between basin

order and channel order.

Student Answer 2 Channel order reflects to the number of streams coming together to form a
channel.

Label 1 (Partially Correct response)
Feedback Your answer includes a part of the distinction. Channel order indeed

indicates the number of streams joining together to make a channel, but
the difference between basin order and channel order is not mentioned.

Student Answer 3 Channel order is the Order of the highest order streams. For example, two
first order streams (or more) will make a second order stream and similarly
for highest orders.

Label 0 (Incorrect response)
Feedback The student answer confuses basin order with channel order. Basin order

refers to the highest order of streams within a basin, while channel order
refers to the order of streams based on the sequence of junctions.

Table 1: An example showing a question, reference answer, and three student answers (Student#1, Student#2, and
Student#3) alongside their corresponding labels and synthetically generated Feedback/Explanation for the assigned
label from the EngSAF Dataset
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Figure 2: ASAG with feedback model which accepts a question, reference answer, and student answer as input and
outputs an output label from ‘correct,’ ‘partially correct,’ or ‘incorrect’ along with the feedback/explanation of the
assigned grade.

Figure 3: 2011 Student-teacher ratio for secondary education among different countries.

a consistent and objective evaluation process.
This is especially important in cases where dif-
ferences in educator expertise or subjectivity
may result in uneven grading standards.

2 Background

2.1 Definitions and Terminologies

• Question - The question refers to the string
of text that represents the query being asked
in the examination.

• Context/Support Document/Document -
Support Document (also referred to as a doc-
ument) denotes the corpus the user wants the
system to consult as the source of the question
being asked.

• Correct answer - It refers to the string of
text that denotes the gold/correct answer to
the query/question being asked. It could be
provided as input by the instructor or derived
using the question-answering model given the
question and the context.



• Student response: It refers to the string of
text provided by the student against a question
that needs to be graded.

• Feedback/ Explanation: This feedback typi-
cally includes a judgment on the correctness
of the response, specific guidance on areas
of improvement, and explanations of errors
or misconceptions. This feedback aims to
enhance student learning by offering construc-
tive and informative insights that help stu-
dents understand their mistakes and learn from
them.

• Automatic Short Answer Grading (ASAG)
- ASAG is a task to assign grades to the stu-
dent’s answer against the reference answer
based on the degree of correctness of the re-
sponse.

• Extractive Summarization - This form of
summarization produces a summary using seg-
ments of text from the original support docu-
ment(s).

• Abstractive Summarization - This form of
summarization produces the summary by gen-
erating text that is relevant to the support doc-
ument.

• Language Modeling: A variety of statisti-
cal and probabilistic techniques are used in
language modeling (LM) to estimate the like-
lihood that a given string of words will appear
in a sentence. Language models examine cor-
pora of text data to establish a foundation for
their word predictions.

• Cosine Similarity: Cosine similarity is a met-
ric that can assess how similar two vectors are.
Its value lies between 0 (least similar) and 1
(most similar).

• Large Language Models (LLMs): Designed
to comprehend, create, and manipulate hu-
man language at a highly proficient level of
knowledge, large language models (LLMs)
are a type of advanced artificial intelligence
system. These models use vast quantities of
text data and sophisticated machine learning
methods to perform various natural language
processing (NLP) tasks, which include text
completion, translation, summarization, and
question-answering.

Key functionalities of LLMs include:

1. Text Generation: Creating new text
based on a given prompt. This includes
completing sentences, writing essays,
and generating dialogue.

2. Text Summarization: Condensing long
pieces of text into concise summaries
while retaining the main ideas and im-
portant information.

3. Translation: Converting text from one
language to another.

4. Question Answering: Providing precise
answers to questions posed in natural lan-
guage by understanding and retrieving
relevant information.

5. Sentiment Analysis: Analyzing and de-
termining the sentiment or emotional
tone of a piece of text.

6. Conversational Agents: Powering chat-
bots and virtual assistants that can en-
gage in natural, context-aware conversa-
tions with users.

2.2 Natural Language Inference

Natural Language Inference (NLI) is a fundamen-
tal task in natural language processing (NLP) that
involves determining the relationship between a
pair of sentences. Specifically, given two sen-
tences—typically referred to as the “premise" and
the “hypothesis"—the goal is to classify their re-
lationship into one of three categories: entailment,
contradiction, or neutral.

• Entailment: The hypothesis logically follows
from the premise or can be entailed from the
premise.

• Contradiction: The hypothesis directly con-
tradicts the premise.

• Neutral: The Hypothesis can not be deter-
mined or inferred from the premise.

2.3 Prompting Large Language Models

We are leveraging Large Language Models (LLMs)
and prompting techniques for the task of Auto-
matic Short Answer Grading (ASAG). By employ-
ing LLMs, we can prompt the model with specific
questions and reference answers to evaluate the
accuracy and relevance of a student’s response.



Prompting is a technique used to interact with
large language models (LLMs) by providing spe-
cific input text, or “prompts," to guide their output
generation. This method leverages the model’s pre-
trained knowledge to perform various tasks based
on the context and structure of the prompt provided.
Types of Prompts:

• Instruction Prompts: These prompts explic-
itly instruct the model to perform a task. For
example, "Translate the following English sen-
tence to Japanese: ’Hello, how are you?’"

• Completion Prompts: These prompts pro-
vide an initial text that the model completes.
For instance, starting a story with "Once upon
a time, in the Roman Empire, there was a
king..."

• Question Prompts: These prompts ask ques-
tions that the model is expected to answer. For
example, "Who is the president of India?"

• Contextual Prompts: These prompts include
contextual information that the model uses
to generate a relevant response. For example,
providing background on a topic before asking
for a summary or opinion.

3 Datasets for ASAG

ASAG is an essential area of research that has gar-
nered significant attention in recent years. Sev-
eral publicly accessible datasets have been curated,
each designed to facilitate research and benchmark-
ing in the task of ASAG. Despite many advance-
ments that have been made in the field of NLP,
short answer grading has received an insignificant
amount of attention. This is primarily due to the
unavailability of good quality and freely accessible
datasets for this field. The following corpora were
utilized extensively throughout the work on ASAG.

This chapter presents and analyzes the datasets
relevant to our task. This chapter is divided into
two sections: the first section covers datasets used
for the traditional ASAG task, while the second
section focuses on datasets specifically designed
for incorporating feedback into ASAG.

3.1 Traditional ASAG datsets
The datasets in this section are used for traditional
Automated Short Answer Grading (ASAG), which
involves assigning a label or grade to a student’s an-
swer based on its correctness relative to a reference

answer. Figure 1 illustrates the problem statement,
showing an input and output sample.

3.1.1 SCIENTSBANK dataset
This dataset is a filtered subset of the SCIENTS-
BANK Extra corpus (Nielsen et al., 2008), used
for traditional Automated Short Answer Grading
(ASAG). Problematic questions and certain types
of student answer facets were removed to simplify
the dataset. Specifically, only facets labeled as
’Expressed’ or ’Unaddressed’ were retained, and
complex inter-propositional and relational facets
were excluded. The dataset is split into training and
test sets, with the training set containing 13,145
reference answer facets (5,939 ’Expressed’ and
7,206 ’Unaddressed’) and the test set containing
16,263 facets (5,945 ’Expressed’ and 10,318 ’Un-
addressed’). The test set is further divided into sub-
sets for unseen answers, questions, and domains,
aligning with the splits used in the main task.

Given a question, a known correct ’reference
answer,’ and a 1- or 2-sentence ’student answer,’
each student answer in the corpus is labeled with
one of the following judgments:

• Correct: The student’s answer is a complete
and correct paraphrase of the reference an-
swer.

• Partially Correct Incomplete: The student’s
answer contains some but not all information
from the reference answer.

• Contradictory: The student’s answer contra-
dicts the reference answer.

• Irrelevant: The student’s answer discusses
domain content but does not provide the nec-
essary information.

• Non-Domain: The student answer does not
include domain content, e.g., "I don’t know,"

3.1.2 Basic Electricity and Electronics
Tutorial Learning Environment
(BEETLE)

The BEETLE corpus (?) comprises 56 basic elec-
tricity and electronics questions, each requiring 1-
or 2-sentence answers and approximately 3,000 stu-
dent responses to these questions. Each student’s
response is annotated with labels indicating the
correctness of the answer. These labels include
categories as:



• Correct: The student’s answer is a complete
and correct paraphrase of the reference an-
swer.

• Partially Correct Incomplete: The student’s
answer contains some but not all information
from the reference answer.

• Contradictory: The student’s answer contra-
dicts the reference answer.

• Irrelevant: The student’s answer discusses
domain content but does not provide the nec-
essary information.

• Non-Domain: The student answer does not
include domain content, e.g., "I don’t know,"

The BEETLE dataset is designed to facilitate
the development and evaluation of ASAG systems.
It provides a benchmark for comparing different
ASAG approaches and techniques.

3.1.3 University of North Texas dataset
Mohler et al. (2011) released the dataset contain-
ing 80 undergraduate Data structure questions and
2,273 student responses from an exam of the Uni-
versity of North Texas graded by two human judges.
These questions are spread across ten assignments
and two tests, each on a related set of topics (e.g.,
programming basics, sorting algorithms). A refer-
ence answer is provided for each question. Inter-
annotator agreement was 58.6% (Pearson’s ρ) and
.659 (RMSE on a 5-point scale). The average of
the two human scores is used as the final gold score
for each student’s answer.

The task is to assign a real-valued score between
0 and 5 to a student response against a correct refer-
ence response. Zero (0) means the student’s answer
is completely incorrect, while Five (5) means the
student’s answer is fully correct.

3.1.4 Other ASAG Datasets
Another dataset that is publicly available on Kag-
gle and could be used for the task of ASAG is
provided by Hewlett Foundation named ASAP-
AES2 (Automated Assessment Prize Competition
for Essay Scoring). Researchers face challenges
when using ASAP, such as shortlisting samples
for ASAG based on response length and managing
non-uniformity in grading scales. AR-ASAG by

2https://www.kaggle.com/c/asap-aes/
data

Ouahrani and Bennouar (2020) and Cairo by Go-
maa and Fahmy (2014) are Arabic datasets contain-
ing 2133 and 610 student responses, respectively.
There are 61 questions, each answered by ten stu-
dents in the Cairo dataset. AR-ASAG is publicly
available, whereas Cairo is not. SPRAG is a re-
cently released dataset in 2022 containing around
4k student responses in the Python programming
domain (Bonthu et al., 2022).

3.2 Feedback-based ASAG datasets
The datasets in this section are used for Automated
Short Answer Grading (ASAG) along with Feed-
back/Explanation, which involves assigning a label
or grade to a student’s answer based on its cor-
rectness relative to a reference answer and the ex-
planation of the assigned output label. Figure 2
illustrates the problem statement, showing an input
and output sample.

3.2.1 Short Answer Feedback (SAF) dataset
Filighera et al. (2022), introduces an inaugural
dataset for short-answer feedback comprising bilin-
gual responses in English and German. Unlike tra-
ditional datasets that only provide labels or scores
for answers, SAF includes elaborate feedback ex-
plaining the given score. This dataset enables the
training of models that grade answers and explain
where and why mistakes were made. The SAF
dataset comprises 4,519 submissions to German
and English questions, demonstrating high inter-
annotator agreements. However, the dataset con-
tains questions from only one domain (physics),
which lacks generability on multiple domains.

3.3 Dataset comparison
A fundamental question emerges in the context
of ASAG: What prompts the necessity for a new
dataset when publicly available datasets are already
present for the ASAG task? Table 2 compares
SAFEAA with other existing ASAG datasets. The
SAFEAA dataset contains 104 questions from mul-
tiple domains compared to other datasets, which
contain questions from only a particular domain.

Here are some of the key advantages of datasets
that contain questions from multiple domains over
the dataset that contain questions from a particular
domain:

• Generalizability: The developed grading
model can generalize its learning across dif-
ferent subjects and topics with a multi-domain
dataset.

https://www.kaggle.com/c/asap-aes/data
https://www.kaggle.com/c/asap-aes/data


Dataset Answers Language Domain Availability IAA
Texas 630 English Data Structures Yes 0.644

Texas Extended 2273 English Data Structures Yes 0.79
ASAP 2200 English Science, Biology Yes

AR-ASAG 2133 Arabic Cybercrimes Yes 0.838
Cairo 610 Arabic Environmental Science No 0.86
Beetle 3000 English Basic Electronics and Electricity Yes

SPRAG 4039 English Python Programming Yes 0.779
SAFEAA 3704 English Multiple Engineering Domains Yes

Table 2: A Comparison of the SAFEAA Dataset with other popular Short Answer Grading Datasets

• Versatility: Grading models trained on a
multi-domain dataset can handle short an-
swers from different academic areas, includ-
ing science, mathematics, literature, and more.
This versatility is particularly important for
educational technology applications that aim
to cater to a broad spectrum of subjects.

• Real-World Relevance: In many real-world
educational scenarios, exams, and assess-
ments contain questions from multiple do-
mains. Grading models trained on such di-
verse datasets can better emulate the complex-
ity and variety of student responses, providing
more accurate and relevant assessment results.

• Cross-Domain Insights: Working with a
multi-domain dataset exposes researchers and
developers to insights and challenges that
arise when assessing short answers across dif-
ferent subjects.

• Educational Value: For educational re-
searchers and practitioners, a multi-domain
dataset can offer insights into how students
respond to different types of questions across
subjects.

4 Automatic Short Answer Grading
Methods

ASAG is an essential area of research that has gar-
nered significant attention in recent years. Despite
many advancements that have been made in the
field of NLP, short answer grading has received
an insignificant amount of attention. Several ap-
proaches have been proposed for the task of ASAG,
ranging from rule-based methods to more sophis-
ticated machine-learning techniques. The survey
paper by Bonthu et al. (2021) gives an in-depth
view of all the methods mentioned here.

One early approach for ASAG was based on key-
word or pattern matching, where the presence or
absence of certain keywords in the student’s an-
swer was used to determine its accuracy. These
methods, however, were limited in their ability
to handle synonyms and variations in student re-
sponses (Mitchell et al., 2002; Sukkarieh et al.,
2004; Nielsen et al., 2009).

To overcome these limitations, researchers have
developed more sophisticated methods that use nat-
ural language processing (NLP) techniques. One
such method is based on Latent Semantic Analysis
(LSA), which represents texts as high-dimensional
vectors and compares them to the reference an-
swers using cosine similarity (LaVoie et al., 2020).
In a related study, the task of ASAG is addressed
by incorporating features such as answer length,
grammatical correctness, and semantic similarity
in comparison to reference answers (Sultan et al.,
2016).

The researchers used different methods like
Transfer Learning, Siamese LSTM, clustering, La-
tent Semantic Analysis, Bidirectional Transform-
ers, Paragraph Embeddings, Deep Autoencoders,
and Attention Networks, and Transformer-based
pretraining in recent years. New progress in deep
learning for NLP shows that deep learning tools
like the Attention mechanism and Transformer are
useful for handling more complex NLP tasks. More
recently, deep learning models such as Convolu-
tional Neural Networks (CNNs) and Recurrent
Neural Networks (RNNs) have been applied to
the task of ASAG. These models are trained on
large amounts of annotated data and can capture
the semantic relationships between words in a stu-
dent’s answer and the reference answers (Surya
et al., 2019; Zhang et al., 2022). Pre-trained Lan-
guage Models (PLMs), such as BERT (Devlin et al.,
2018), GPT (Radford et al., 2019), RoBERTa (Liu



et al., 2019), DistillBERT (Sanh et al., 2019), and
ALBERT (Lan et al., 2019) have performed excep-
tionally well for various tasks in NLP, also used
for the task of ASAG. Sentence-BERT or SBERT
(Reimers and Gurevych, 2019), is a cutting-edge
approach to natural language processing that fo-
cuses on creating meaningful sentence embeddings.
An architecture of Siamese networks (Koch et al.,
2015) sits at the core of SBERT. SBERT performs
exceptionally well on current publicly available
ASAG datasets (Condor et al., 2021).

5 Future Directions

The future of Automatic Short Answer Grading
(ASAG) offers several promising research and de-
velopment avenues to enhance its capabilities and
applicability. Key directions include:

• Multimodal Data Integration: Incorporate
text, audio, images, and videos for compre-
hensive evaluation.

• Multilingual Support: Develop ASAG sys-
tems to cater to diverse linguistic back-
grounds.

• Personalization and Adaptivity: Implement
tailored feedback and adaptive grading based
on individual student profiles.

• Explainability and Transparency: Ensure
grading processes are clear and understand-
able.

• Real-time Feedback: Provide immediate
feedback for interactive learning.

• Ethical Considerations and Bias Mitiga-
tion: Address biases and ensure fairness and
equity.

• Scalability and Integration: Focus on scal-
able solutions that integrate seamlessly with
existing educational technologies.

• Cross-disciplinary Applications and Longi-
tudinal Studies: Explore diverse applications
and assess long-term impacts.

By addressing these areas, ASAG systems can
become more advanced, equitable, and effective,
better serving the diverse needs of modern educa-
tion.

6 Summary and Conclusion

In this paper, we provided an extensive overview of
Automatic Short Answer Grading (ASAG), explor-
ing its development, current methodologies, and fu-
ture directions. ASAG systems have evolved from
basic machine learning models to sophisticated
deep learning techniques capable of grading short
answers with increasing accuracy. We discussed
traditional ASAG approaches that focus solely on
grading, as well as feedback-based ASAG systems
that provide valuable insights and explanations to
students, enhancing their learning experience.

We also reviewed various datasets used in ASAG
research, highlighting their significance and com-
paring their features. Our examination of different
ASAG methods showcased the progress in the field,
while also identifying challenges such as the need
for multimodality, multilinguality, and personaliza-
tion. Future directions emphasize the importance
of explainability, real-time feedback, robustness to
diverse answer styles, and ethical considerations.
Addressing these areas will be crucial for the con-
tinued advancement and widespread adoption of
ASAG technology.

In conclusion, ASAG presents a promising so-
lution for efficient and accurate assessment in dig-
ital education environments. By integrating ad-
vanced techniques and addressing current limita-
tions, ASAG systems can significantly enhance
educational outcomes, making learning more per-
sonalized, inclusive, and effective. As research
continues to evolve, ASAG will play an increas-
ingly vital role in shaping the future of education.
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