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Abstract

Opinion summarization involves condensing
opinions into concise representations that cap-
ture consensus while preserving overall sen-
timent. The surge in customer reviews on e-
commerce platforms has spurred interest in
developing robust opinion summarization and
evaluation systems. This survey meticulously
examines the multifaceted task of opinion
summarization across various contexts: gen-
eral, aspect-specific, and multi-source scenar-
ios. Traditionally constrained by contextual
limitations, recent efforts have shifted towards
large-scale opinion summarization to manage
large volumes of data effectively. The rise of
Large Language Models (LLMs) has signifi-
cantly impacted this domain, showcasing their
potential in NLP tasks. The paper also delves
into standard evaluation metrics and pivotal
datasets used in these studies, providing a com-
prehensive overview for researchers and prac-
titioners alike. By synthesizing these insights,
the survey outlines progress to date and iden-
tifies future directions for advancing opinion
summarization and evaluation.

1 Introduction

Opinion summarization is a crucial tool in e-
commerce, offering concise representations of cus-
tomer sentiments to aid in decision-making. This
process involves condensing lengthy reviews into
manageable insights that capture the general con-
sensus while retaining the overall sentiment. With
the rapid expansion of online shopping and the
abundance of customer feedback on e-commerce
platforms, there is a growing demand for efficient
summarization systems. Customers often feel in-
undated by the multitude of reviews when making
purchasing choices. A proficient summarization
system that can distill these reviews into brief, in-
formative summaries not only speeds up decision-
making but also enhances user experience by al-

lowing shoppers to grasp extensive content effort-
lessly. Additionally, for product manufacturers,
opinion summarization provides valuable insights
into customer perceptions and preferences, facili-
tating product enhancement and market positioning
strategies.

However, traditional opinion summarization ap-
proaches often focus solely on extracting insights
from customer reviews, overlooking valuable in-
formation embedded within product descriptions,
specifications, and other textual sources. This lim-
itation underscores the need for a more compre-
hensive approach—multi-source opinion summa-
rization. This innovative technique integrates data
from various textual sources, including product
descriptions, specifications, reviews, and question-
answers, to provide users with holistic summaries
that encapsulate both subjective opinions and ob-
jective product attributes.

Multi-source opinion summarization represents
a paradigm shift in e-commerce, offering a more nu-
anced understanding of products and enhancing the
transparency and completeness of product informa-
tion. By aggregating insights from diverse sources,
these systems empower consumers to make more
informed purchasing decisions by considering a
broader range of factors, such as product features,
functionalities, and user experiences. Moreover, by
condensing vast amounts of information into con-
cise yet comprehensive summaries, multi-source
opinion summarization streamlines the shopping
experience, reducing decision-making fatigue and
improving user satisfaction.

Evaluating the quality and effectiveness of opin-
ion summaries is crucial to ensure they meet user
needs and expectations. Traditional evaluation
methods often rely on human judgment, which
can be time-consuming and subjective. Automated
evaluation metrics, such as ROUGE and BLEU, are
commonly used but may not fully capture the nu-



ances of opinion summarization, such as sentiment
preservation and coherence. Recent advancements
in natural language processing, particularly the de-
velopment of large language models (LLMs), offer
new possibilities for more accurate and reliable
evaluation methods. These models can assess the
quality of summaries by comparing them to human
judgments, providing a higher correlation with user
satisfaction and a deeper understanding of the sum-
marized content.

This survey synthesizes insights from seminal
papers, emphasizing the interdisciplinary essence
of opinion summarization and evaluation. It
stresses the significance of integrating opinions
across various sources to generate succinct sum-
maries. The aim is to offer researchers and prac-
titioners a comprehensive overview of historical
breakthroughs, current trends, and forthcoming di-
rections in these fields.

2 Summarization Terminologies

Opinion An opinion is a subjective judgment or
viewpoint regarding a specific entity, product, or
topic, reflecting the individual’s personal feelings
or beliefs. Opinions can be found in reviews, so-
cial media posts, and other user-generated content,
providing valuable insights into consumer attitudes
and perceptions. For example, in the statement
The battery life of this laptop lasts really long, the
reviewer expresses a favorable opinion about the
laptop’s battery performance, highlighting their sat-
isfaction with this particular feature.

Summary A summary is a condensed version of
a longer text that captures its main ideas and essen-
tial points. In opinion summarization, summaries
distill key opinions and sentiments from a large
number of reviews, enabling users to quickly grasp
the overall sentiment and major themes without
reading each review individually. Summarization
can be achieved through two main approaches:

1. Extractive summarization: This method in-
volves selecting and stitching together impor-
tant sentences or phrases directly from the
original text. It maintains the original word-
ing and structure, ensuring that the summary
remains faithful to the source content. Ex-
tractive summarization is straightforward and
effective, especially when the original text is
well-written and coherent.

2. Abstractive summarization: This approach
rephrases the core meaning of the original text
to create a summary. Abstractive summariza-
tion involves generating new sentences that
convey the same information as the source text
but in a more concise and coherent manner. It
is more complex than extractive summariza-
tion, as it requires natural language generation
capabilities and a deep understanding of the
text.

Aspect An aspect refers to a specific feature or
attribute of a product or service that customers
comment on in their reviews. Aspects are criti-
cal for fine-grained sentiment analysis, as they help
identify which features are most frequently praised
or criticized. For instance, in the statement I love
the performance of this laptop, the aspect is perfor-
mance, indicating that the customer is specifically
commenting on how well the laptop performs.

Aspects can be categorized into two types:

1. Implicit aspects: These aspects are not ex-
plicitly mentioned in the review but can be
inferred from the context. For example, in the
sentence The laptop is very expensive, the im-
plicit aspect is price, as the statement implies
a judgment about the cost without directly
mentioning the word price.

2. Explicit aspects: These aspects are directly
stated in the review. For instance, in the sen-
tence It has a superb display, the explicit as-
pect is display, as the feature being praised is
clearly mentioned.

Sentiment Sentiment represents the qualitative po-
larity of the opinion expressed in a review sentence,
indicating whether the sentiment is positive, neg-
ative, or neutral. Sentiments are often measured
on a scale, which can range from simple classifica-
tions like Positive, Negative, and Neutral to more
nuanced scales such as Very Negative, Slightly Neg-
ative, Neutral, Slightly Positive, and Very Positive.
This granularity allows for a more detailed analysis
of customer opinions, helping businesses identify
areas of strength and opportunities for improve-
ment. For example, a review stating The laptop’s
battery life is fantastic would be classified as highly
positive, whereas a statement like The battery life
is just okay might be considered neutral or slightly
positive.



Sources for Opinion Summarization The four
key sources for opinion summarization predom-
inantly found on e-commerce websites are: (a)
product description, (b) specifications, (c) reviews,
and (d) question-answers. These sources collec-
tively provide a comprehensive view of consumer
sentiment, aiding both buyers in making informed
decisions and sellers in improving their products
and services.

1. Product Description In e-commerce, prod-
uct description is vital for providing detailed
information about the features and benefits
of a product. Such product description play
a crucial role in aiding consumers to make
informed purchasing decisions by clearly con-
veying what the product is, what it does, and
why it is worth buying. Typically, product
description is presented in either a single para-
graph or a headline-paragraph format, high-
lighting key product attributes and benefits.

2. Product Specifications In e-commerce, spec-
ifications provide a detailed enumeration of
the technical details and functionalities of a
product. These specifications are crucial for
giving consumers a comprehensive overview
of a product’s capabilities, enabling them to
make informed decisions based on their spe-
cific needs and preferences. The information
included in specifications typically covers a
wide range of attributes. For instance, in
the context of electronic devices such as lap-
tops, specifications might detail the following:
screen size, resolution, sound properties, etc.

3. Customer Reviews: In e-commerce, reviews
offer valuable insights into the quality, per-
formance, and user experience of a prod-
uct. These reviews provide firsthand accounts
from individuals who have purchased or used
the product, offering a range of perspectives
that aid prospective buyers in their decision-
making process. Now, reviews are also in-
strumental in identifying common issues or
defects, as multiple reviews highlighting the
same problem can signal a potential flaw that
prospective buyers should be aware of. Con-
versely, consistently positive reviews can re-
assure buyers of the product’s quality and reli-
ability.

4. Question-Answers In e-commerce, question-
answers is a crucial feature allowing con-
sumers to inquire about specific aspects or
features of a product before making a pur-
chase. These sections provide a dynamic fo-
rum for prospective buyers to seek additional
insights and clarifications directly from the
seller or other customers who have already
purchased the product, thus addressing poten-
tial concerns or queries that may arise during
the decision-making process.

3 Foundations and Background

Transformers: Transformers, introduced by
Vaswani et al. (2017), revolutionized natural lan-
guage processing with their attention mechanism.
Unlike traditional sequence-to-sequence models,
Transformers leverage self-attention mechanisms
that allow them to capture dependencies between
different words in a sentence more effectively. This
architecture enables Transformers to model long-
range dependencies and contextual information,
making them highly effective for tasks like lan-
guage translation, summarization, and text gener-
ation. Transformers have since become the back-
bone of many state-of-the-art models such as BERT,
GPT, and T5, showcasing their versatility and ro-
bust performance across various NLP tasks.

BART: BART (Bidirectional and Auto-Regressive
Transformers), introduced by Lewis et al. (2020),
is a state-of-the-art sequence-to-sequence model
pre-trained for various natural language processing
tasks, including summarization. BART utilizes a
bidirectional transformer encoder-decoder architec-
ture with a masked language modeling objective
during pretraining, allowing it to effectively cap-
ture bidirectional contexts and generate coherent
summaries. It leverages denoising autoencoding
and token masking strategies to ensure robust repre-
sentation learning and generation capabilities, mak-
ing it highly suitable for abstractive summarization
tasks where capturing semantic meaning and lin-
guistic fluency are crucial.

T5: T5 (Text-To-Text Transfer Transformer), in-
troduced by Raffel et al. (2020), is a versatile pre-
trained model that excels in various natural lan-
guage processing tasks, including summarization.
T5 adopts a unified text-to-text framework where
all tasks, including summarization, are reformu-
lated as text generation tasks. This approach allows



T5 to achieve state-of-the-art performance across
different domains by fine-tuning on specific tasks
like summarization. By leveraging large-scale data
and transformer architecture, T5 generates sum-
maries by predicting target text conditioned on in-
put text, demonstrating strong capabilities in un-
derstanding and generating human-like summaries
across diverse datasets and languages.

GPT: GPT (Generative Pre-trained Transformer),
introduced by Radford et al. (2018), is a widely rec-
ognized model in natural language processing that
employs a transformer architecture for language
modeling tasks. GPT is trained using unsupervised
learning on large text corpora, enabling it to gener-
ate coherent and contextually relevant text based on
given prompts. The model’s autoregressive nature
allows it to predict the next word in a sequence
based on previous words, making it suitable for
tasks such as text completion, dialog generation,
and summarization. GPT’s success has led to sub-
sequent versions and adaptations, solidifying its
position as a cornerstone in NLP research and ap-
plications.

LLMs: Large Language Models (LLMs) have
transformed natural language processing by lever-
aging massive datasets and advanced transformer
architectures. GPT-3 (Brown et al., 2020) stands
out with its vast scale of 175 billion parameters,
excelling in generating coherent and contextually
relevant text. T5 (Raffel et al., 2020) adopts a text-
to-text framework, achieving state-of-the-art results
across various tasks. More recent models include
Mistral (Jiang et al., 2023a) and LLaMA (Touvron
et al., 2023), which continue to push the boundaries
with enhanced efficiency and performance. Mod-
els like GPT-4 further explore larger scales, novel
architectures, and improved capabilities, advanc-
ing the field by setting new benchmarks in natural
language understanding and generation tasks.

4 Evaluation Metrics

In this section we discuss the reference-based and
reference-free evaluation metrics in the context of
assessing the opinion summary quality.

4.1 Reference-based Evaluation

Reference-based evaluations in summarization in-
clude automatic evaluation, human evaluation, and
faithfulness evaluation. Automatic metrics such

as ROUGE, BERTScore, METEOR, and BLEU
quantify content overlap, fluency, and structural
alignment between machine-generated and human-
written summaries. Human evaluation relies on
human assessors to judge readability, coherence,
and overall quality. Faithfulness evaluation exam-
ines how accurately summaries convey the original
content’s meaning and nuances. Together, these
evaluations provide a thorough assessment of sum-
marization systems.

4.1.1 Automatic Evaluation

ROUGE (Lin, 2004) The ROUGE score is a set
of metrics used to evaluate the quality of automatic
summarization and machine translation systems
in natural language processing. It compares an
automatically generated summary or translation
with a reference or a set of reference summaries
(typically human-produced). The ROUGE score
ranges from 0 to 1, with higher scores indicating
higher similarity between the generated summary
and the reference. The most common ROUGE
metrics to evaluate the summaries are:

1. ROUGE-1: This metric measures the over-
lap of unigrams (single words) between the
system and reference summaries. It is defined
as:

ROUGE-1 =

∑|R|
i=1min(C(wi, S),C(wi, R))∑|R|

i=1 C(wi, R)

where wi is the i-th word in the reference sum-
mary R, S is the system-generated summary,
and C(wi, X) is the number of times wi ap-
pears in summary X .

2. ROUGE-2: This metric measures the overlap
of bigrams (sequences of two words) between
the system and reference summaries. It is
defined as:

ROUGE-2 =

∑|R|
i=1min(C(bii, S),C(bii, R))∑|R|

i=1 C(bii, R)

where bii is the i-th bigram in the reference
summary R, and the counts are similar to
those in ROUGE-1.

3. ROUGE-L: This metric measures the longest
common subsequence (LCS) between the sys-
tem and reference summaries. It is based on



sentence-level structure similarity and identi-
fies the longest co-occurring in sequence n-
grams automatically. The ROUGE-L score is
computed as:

ROUGE-L =
LCS(R,S)

|R|

where LCS(R,S) is the length of the longest
common subsequence between the reference
summary R and the system summary S, and
|R| is the length of the reference summary.

The ROUGE metrics provide a robust measure
of the overlap between the generated summaries
and the reference summaries, with ROUGE-1
and ROUGE-2 focusing on n-gram overlap and
ROUGE-L emphasizing sequence similarity.

BLEU BLEU (BiLingual Evaluation Understudy)
(Papineni et al., 2002), evaluates the similarity be-
tween candidate and reference summaries based
on n-gram precision. It measures how many n-
grams in the candidate summary match those in the
ground truth summary. BLEU-1 assesses word-by-
word matches, while BLEU-2 and higher consider
matching pairs and longer sequences, respectively.
Unigram scores gauge summary adequacy, indicat-
ing whether the model captures essential features,
while higher n-grams assess fluency.

Despite its popularity in Natural Language Gen-
eration (NLG) systems, BLEU has limitations.
Techniques like clipped precision address issues
such as artificially inflated scores from repeated
words, where each word is counted only up to its oc-
currence in the reference summary. Additionally, a
brevity penalty discourages overly short summaries
with mainly stop words, calculated based on the
lengths of the predicted and reference sentences:

Brevity Penalty =

{
1, if c > r

e(1−
r
c
), if c ≤ r

BERTScore (Zhang et al., 2020b) BERTScore is
a metric used to evaluate the quality of machine-
generated text, particularly in tasks like summariza-
tion and machine translation. It leverages BERT
(Bidirectional Encoder Representations from Trans-
formers) embeddings to measure the similarity be-
tween the generated summary and the reference
summary.

The BERTScore ranges from 0 to 1, with higher
scores indicating better quality and greater simi-
larity to the reference summary. The BERTScore
metric consists of the following components:

1. BERT EMBEDDINGS: BERT embeddings are
computed for both the generated summary S
and the reference summary R.

2. COSINE SIMILARITY: The cosine similarity
between the BERT embeddings of S and R is
calculated to measure their similarity:

Cosine Similarity =
emb(S) · emb(R)

∥emb(S)∥ · ∥emb(R)∥

where emb(X) represents the BERT embed-
ding of summary X .

3. PRECISION: BERTScore also computes pre-
cision by comparing how well the generated
summary captures important tokens from the
reference summary:

Precision =

∑
i∈R maxj∈S emb(ri) · emb(sj)∑

i∈R emb(ri)

where ri and sj are tokens in R and S, respec-
tively.

4. RECALL: BERTScore evaluates recall by mea-
suring how well the reference summary tokens
are captured by the generated summary:

Recall =

∑
j∈S maxi∈R emb(ri) · emb(sj)∑

j∈S emb(sj)

5. F1 SCORE: The harmonic mean of precision
and recall provides the overall BERTScore:

F1 =
2 · Precision · Recall
Precision + Recall

The BERTScore metric integrates BERT embed-
dings to assess both the content overlap and the
quality of summary generation, making it a robust
evaluation measure for tasks requiring semantic
understanding and linguistic fluency.

METEOR (Banerjee and Lavie, 2005) The ME-
TEOR (Metric for Evaluation of Translation with
Explicit ORdering) score is a metric used to evalu-
ate the quality of machine-generated text, particu-
larly in the context of summarization and machine
translation. It compares the generated summary



to a reference summary by considering synonyms,
stemming, and paraphrasing, aiming to improve
correlation with human judgment.

The METEOR score ranges from 0 to 1, with
higher scores indicating better quality and greater
similarity to the reference summary. The METEOR
metric consists of the following components:

1. PRECISION (P ): The fraction of words in the
generated summary that are also present in the
reference summary.

2. RECALL (R): The fraction of words in the
reference summary that are also present in the
generated summary.

3. HARMONIC MEAN (Fmean): The harmonic
mean of precision and recall, giving a bal-
anced measure of both.

Fmean =
10 · P ·R
R+ 9 · P

4. FRAGMENTATION PENALTY (Fpenalty): A
penalty for the number of chunks or fragments
in the matching, which addresses the fluency
and order of the generated summary.

Fpenalty = 0.5

(
chunks
matches

)
5. METEOR SCORE (M ): The final METEOR

score incorporates the harmonic mean and the
fragmentation penalty.

M = Fmean · (1− Fpenalty)

The METEOR metric provides a comprehensive
evaluation by not only considering precision and
recall but also taking into account the order and
structure of the generated summary, making it well-
suited for tasks that require high-quality, coherent
text generation.

4.1.2 Human Evaluation

Best-Worst Scaling Best-Worst Scaling (Flynn
and Marley, 2014) is a technique used to measure
individuals’ preferences among a set of items or
options. Widely applied in opinion summarization
studies, it provides more reliable results than
traditional ranking systems (Kiritchenko and
Mohammad, 2017). In this evaluation method,

participants rate various summaries generated
by different models. A score of +1 indicates
the best model, -1 indicates the worst, and 0
indicates the remaining models. The final scores
are calculated by averaging the ratings given by
different participants, resulting in a robust and
comprehensive assessment.

Likert Scale A Likert scale presents a series
of statements, each accompanied by a range of
response options from strongly agree to strongly
disagree. The scale typically ranges from two to
seven points, with the five-point scale being the
most common: Strongly agree, Agree, Neutral,
Disagree, Strongly disagree. Likert scales are
extensively used in surveys and research to gather
data on people’s views, attitudes, and behaviors.
In natural language processing, they assess the
sentiment of written content, such as reviews
or social media posts. For instance, a Likert
scale can evaluate the positivity or negativity
of a review or the extent of agreement with a
statement. This tool provides valuable insights
into participants’ attitudes and opinions, aiding
researchers in drawing conclusions and making
informed decisions.

4.1.3 Faithfulness Evaluation

SummaC (Laban et al., 2022): SummaC (Sum-
mary Consistency) aims to tackle the granularity
in NLI models. Specifically, SummaC focuses on
identifying inconsistencies in summarization, tak-
ing into account the diverse levels of granularity
that can exist between sentences and documents A
higher SummaC score indicates higher faithfulness.

CTC (Deng et al., 2021): CTC (Compression
Transduction Creation) presents a framework that
considers various natural language generation
(NLG) tasks, including compression (such as sum-
marization), transduction (like text rewriting), and
creation (such as dialog generation). The CTC met-
ric evaluates information alignment, with a specific
emphasis on gauging consistency and relevance. A
higher CTC score indicates higher faithfulness.

FactCC (Kryscinski et al., 2020): FactCC is a
BERT-based classification model, with the objec-
tive of ascertaining the consistency or inconsistency
between a provided text or summary and its cor-
responding source article. A higher FactCC score



indicates higher faithfulness.

FactGraph (Ribeiro et al., 2022): FactGraph uses
both the text and their structured meaning repre-
sentations computed using a graph encoder with
structure-aware adapters to enhance the factuality
of the summaries with respect to the source docu-
ment. A higher FactGraph score indicates higher
faithfulness.

4.2 Reference-free Evaluation

Traditional metrics like ROUGE (Lin, 2004) and
BERTScore (Zhang et al., 2020b) depend on refer-
ence summaries for evaluation. ROUGE, for exam-
ple, primarily measures n-gram overlap. However,
with the rise of large language models (LLMs),
generated text can convey the same meaning as
reference summaries but with different wording.
Siledar et al. (2024b) suggests that humans might
even prefer summaries generated by models like
GPT over human-written ones. This highlights the
need for reference-free metrics that can evaluate
summaries across various dimensions. The fol-
lowing seven metrics were introduced by Siledar
et al. (2024a) for comprehensive opinion summary
evaluation:

1. Fluency (FL): This metric evaluates the sum-
mary’s quality in terms of grammar, spelling,
punctuation, capitalization, word choice, and
sentence structure. A fluent summary should
be error-free, easy to read, follow, and under-
stand. Annotators were provided with guide-
lines on how to penalize summaries based on
their fluency.

2. Coherence (CO): This assesses the overall
quality of the sentences in the summary. A co-
herent summary should be well-structured and
organized, building a cohesive body of infor-
mation rather than a series of related points.

3. Relevance (RE): The summary should in-
clude only significant opinions from the re-
views, excluding non-consensus or unimpor-
tant opinions. Summaries are penalized for
redundancies and irrelevant information.

4. Faithfulness (FA): All information in the
summary should be verifiable, supported, or
inferred from the reviews. Summaries are pe-
nalized if any information cannot be verified,

supported, or inferred from the reviews, or if
they overgeneralize.

5. Aspect Coverage (AC): The summary
should cover all major aspects discussed in
the reviews. Summaries are penalized for
omitting any major aspect and rewarded for
comprehensive coverage.

6. Sentiment Consistency (SC): The sum-
mary should accurately reflect the consensus
sentiment of the aspects discussed in the re-
views. Summaries are penalized for misrepre-
senting the sentiment of any aspect.

7. Specificity (SP): The summary should
avoid generic opinions and provide detailed,
specific information about the consensus opin-
ions. Summaries are penalized for lacking
detail and rewarded for specificity.

5 Datasets

In this section, we first discuss the different datasets
used for testing opinion summarization models fol-
lowed by evaluation datasets testing the correlation
of different evaluation methods with humans for
the task of opinion summary evaluation.

5.1 Opinion Summarization Datasets

Amazon (Bražinskas et al., 2020): Amazon test set
contains product reviews from four domains: elec-
tronics, home and kitchen, personal care, and cloth-
ing, shoes and jewelry from the Amazon Product
Dataset (He and McAuley, 2016). The evaluation
set contains three general abstractive summaries
per product. Each product has 8 reviews in the
evaluation set. The training set contains ∼ 1M
reviews over 90K products.

Oposum+ (Amplayo et al., 2021): Oposum+ con-
tains product reviews from six different domains:
laptop bags, bluetooth headsets, boots, keyboards,
televisions from the Amazon Product Dataset. The
evaluation set contains four summaries per prod-
uct: three aspect-specific abstractive summaries
and one general extractive summary. Each product
has 10 reviews in the evaluation set. The training
set contains ∼ 4.13M reviews over 95K products.

Flipkart (Siledar et al., 2023b): Flipkart dataset
contains product reviews from three domains: lap-
tops, mobiles, and tablets. The test set contains



around 147 products with one summary per prod-
uct. Each summary consists of multiple aspect-
specific summaries. There are around 676 aspect-
specific summaries in total. The original test set
contains around 1000 reviews per product on aver-
age. Siledar et al. (2023a) downsample this to 10
reviews per product to compare different models.
They first remove all the reviews with less than 20
and more than 100 words. For filtering out 10 re-
views they use a simple approach of first checking
if the reviews contain the aspects for which sum-
maries need to be created. After the filtering step,
they randomly selected 10 reviews to form input
for our test set.

GPT-R/GPT-RDQ (Siledar et al., 2024b) extended
the already available Amazon, Oposum+, and Flip-
kart test sets by leveraging ChatGPT for anno-
tation. GPT-R used only reviews while generat-
ing the summary whereas GPT-RDQ used reviews,
description, and question-answers for generating
summaries. They curated 6 new test sets: Ama-
zon GPT-R, Amazon GPT-RDQ, Oposum+ GPT-R,
Oposum+ GPT-RDQ, Flipkart GPT-R, and Flipkart
GPT-RDQ containing 662 opinion summaries in
total.

AmaSum (Bražinskas et al., 2021): The AmaSum
dataset is a large-scale abstractive opinion sum-
marization dataset containing over 33, 000 human-
written summaries for Amazon products. Each
summary is paired with more than 320 customer
reviews and includes three types of summaries: ver-
dict, pros, and cons.

Space (Angelidis et al., 2021): The Space dataset
is a large-scale benchmark for evaluating unsuper-
vised opinion summarizers, built on TripAdvisor
hotel reviews. It includes a training set of approxi-
mately 1.1 million reviews for over 11, 000 hotels,
along with 1, 050 human-written summaries for 50
hotels. The dataset is designed to evaluate both
general and aspect-specific opinion summarization
models, with six popular aspects such as building,
cleanliness, food, location, rooms, and service.

Xl-Flipkart (Muddu et al., 2024): Xl-Flipkart is a
large-scale (∼ 3600 reviews on average per prod-
uct) test set of 25 products gathered from the Flip-
kart website annotated using GPT-4. It was created
to test the capabilities of different models in sum-
marizing reviews ranging in thousands.

5.2 Opinion Summary Evaluation Dataset

SummEval-Op (Siledar et al., 2024a): SummEval-
Op is an opinion summary evaluation benchmark
dataset, consisting of a total of 2, 912 summary an-
notations, assessing 13 opinion summaries for 32
products from the Amazon test set. The evalua-
tion covers 7 dimensions- fluency, coherence,
relevance, faithfulness, aspect coverage,
sentiment consistency, and specificity re-
lated to the evaluation of opinion summaries

OpinSummEval: (Shen and Wan, 2023) used
the Yelp test set (Chu and Liu, 2019) to
annotate for 4 dimensions: readability,
self-coherence, aspect relevance, and
sentiment consistency. The dataset contains a
total of 100 products with 8 reviews and 14 differ-
ent model summaries per product. Each summary
was rated by 2 annotators on 4 dimensions.

6 Summarization and Evaluation
Approaches

In this section, we discuss works related to text
summarization; general, aspect-specific, and multi-
source opinion summarization; large-scale opinion
summarization; and summary evaluation method-
ologies.

6.1 Text Summarization

Text summarization has emerged as a critical task
in natural language processing (NLP), aiming to
condense large volumes of text into concise sum-
maries that retain the essential information. The
field has evolved significantly over the past few
decades, transitioning from early extractive ap-
proaches that rely on statistical and heuristic meth-
ods to advanced neural network-based techniques
capable of generating abstractive summaries. Ex-
tractive approaches select key sentences directly
from the source text, ensuring high factual accu-
racy, while abstractive approaches generate new
sentences, allowing for more coherent and fluent
summaries. Recent advancements, particularly the
incorporation of pre-trained language models and
reinforcement learning, have pushed the boundaries
of what is achievable in summarization tasks.

Extractive Approaches Extractive summarization
methods aim to create summaries by identifying
and selecting the most significant sentences from



the source text. Initial techniques relied on statisti-
cal measures such as term frequency-inverse doc-
ument frequency (TF-IDF) to determine sentence
importance. Graph-based methods like LexRank
(Erkan and Radev, 2004) and TextRank (Mihal-
cea and Tarau, 2004) introduced the concept of
representing sentences as nodes in a graph, with
edges indicating similarity, and employed ranking
algorithms similar to PageRank to identify central
sentences. Supervised learning approaches further
advanced extractive summarization by utilizing lin-
guistic and statistical features to train classifiers for
sentence ranking (Kupiec et al., 1995). The emer-
gence of deep learning brought neural network-
based models into the fold, with convolutional neu-
ral networks and recurrent neural networks being
employed to score and select sentences, thereby
improving the performance and coherence of ex-
tractive summaries (Yin and Pei, 2015). These
methodologies have provided a robust foundation
for extractive summarization, ensuring that key in-
formation from the original text is retained in the
generated summaries.

Abstractive Approaches Neural abstractive sum-
marization has gained significant traction, with
sequence-to-sequence (Seq2Seq) models serving
as the primary framework. Early efforts focused on
RNN-based encoders (Chopra et al., 2016; Nalla-
pati et al., 2016a) equipped with attention mecha-
nisms (Bahdanau et al., 2016) and copying mech-
anisms to handle out-of-vocabulary words and en-
hance factual accuracy (See et al., 2017). The
introduction of the Transformer model (Vaswani
et al., 2017) marked a significant shift, leading to
the development of pre-trained language models
like BERT (Devlin et al., 2019), which have been
used as powerful encoders in summarization tasks
(Zhang et al., 2019; Liu and Lapata, 2019). Pre-
trained Seq2Seq models such as MASS (Song et al.,
2019), BART (Lewis et al., 2020), and PEGASUS
(Zhang et al., 2020a) have achieved state-of-the-
art results by leveraging unsupervised pre-training
objectives to capture rich linguistic features and
contextual information. Evaluation of these mod-
els is typically conducted on benchmark datasets
like CNN/DailyMail (Nallapati et al., 2016b), Giga-
word (Graff et al., 2003), and XSum (Narayan et al.,
2018), which provide diverse challenges and help
in benchmarking progress in the field. These ad-
vancements underscore the significant strides made
in abstractive summarization, producing more flu-

ent, coherent, and contextually accurate summaries
compared to extractive methods.

6.2 General Opinion Summarization

General opinion summarization involves summariz-
ing overall opinions or sentiments expressed about
a particular entity, product, service, event, or topic.
The goal is to condense and present a comprehen-
sive overview of opinions, capturing the overall
sentiment polarity (positive, negative, neutral) and
the key aspects that contribute to those sentiments.
General opinion summarization typically aggre-
gates opinions from reviews to provide a consoli-
dated view.

For instance, Ganesan et al. (2010) leveraged
redundancy in reviews to generate concise sum-
maries, while Erkan and Radev (2004) used graph-
based models to identify and select the most rel-
evant sentences. More recent approaches have
shifted towards neural network-based abstractive
methods. Chu and Liu (2019); Bražinskas et al.
(2020) use autoencoders (Kingma and Welling,
2013) and its variants to learn a review decoder
through reconstruction which is then used to gener-
ate summaries using the averaged representations
of input reviews.

Another approach is to curate synthetic datasets
using one of the reviews as a pseudo-summary and
pair it with input reviews using different strategies.
Bražinskas et al. (2020) uses random sampling,
Amplayo and Lapata (2020) generates noisy ver-
sion of the pseudo-summary, Elsahar et al. (2021)
ranks reviews using similarity and relevance, and
Amplayo and Lapata (2020) uses content plans to
generate synthetic datasets. Im et al. (2021) ran-
domly selects a review as a pseudo-summary and
proposes a pipeline to generate summaries using
multimodal input such as text, image, and meta-
data. Ke et al. (2022) captures the consistency of
aspects and sentiment between reviews and sum-
mary, whereas Wang and Wan (2021) learns as-
pect and sentiment embeddings to generate relevant
pairs. Iso et al. (2021) searches for convex com-
binations of latent vectors to generate summaries.
Siledar et al. (2023a) uses cosine similarity and
rouge scores between reviews to filter highly rele-
vant synthetic pairs that enable models to generate
summaries more faithful to input reviews compared
to alternative approaches.



6.3 Aspect-specific Opinion Summarization

Aspect-specific opinion summarization focuses on
extracting and summarizing opinions related to spe-
cific aspects or attributes of an entity. This ap-
proach aims to provide detailed insights into how
individuals perceive different features or charac-
teristics of the entity. For example, in the con-
text of a smartphone, aspects could include bat-
tery life, camera quality, performance, design, etc.
Aspect-specific opinion summarization helps in un-
derstanding which aspects are positively or nega-
tively perceived by users, allowing for more tar-
geted analysis and decision-making.

Angelidis et al. (2021) proposed the first ap-
proach to generate both aspect-specific and general
summaries. They utilize a Vector Quantized Vari-
ational Autoencoder (van den Oord et al., 2017)
for clustering review sentences followed by a
popularity-driven extraction algorithm to summa-
rize. (Basu Roy Chowdhury et al., 2022) utilizes
dictionary learning (Dumitrescu and Irofti, 2018)
to acquire representations of texts based on latent
semantic units. Amplayo et al. (2021) proposed
the first abstractive approach for generating aspect-
specific and general summaries. They generate
synthetic datasets by identifying aspect-bearing el-
ements (words, phrases, sentences) using a multi-
ple instance learning (MIL) (Keeler and Rumelhart,
1991) model trained on silver-labeled data obtained
through seed words.

Shen et al. (2023) proposes two simple solutions
for generating synthetic datasets that do not rely
on complex MIL modules. The SW-LOO simply
matches the aspect seed words to construct syn-
thetic datasets, whereas NLI-LOO uses an off-the-
shelf NLI model to do so using only aspects and no
seed words. Mukherjee et al. (2020) takes an unsu-
pervised approach to extract aspects and manually
creates a mapping between fine-grained and coarse-
grained aspects using Integer Linear Programming
(ILP) based extractive subset of opinions. Siledar
et al. (2023a) does not rely on any human-specified
aspects or seed words for generating summaries.
They use off-the-shelf aspect extraction and clus-
tering techniques to build an automatic mapping
of aspects. Their approach uses two metrics: co-
sine similarity and rouge scores to form synthetic
datasets that achieve better performance.

6.4 Self-Supervised Opinion Summarization

The lack of supervised datasets for opinion summa-
rization led to the use of self-supervision to create
synthetic datasets for the supervised training of
models. This involves selecting one review from
a review corpus as a pseudo-summary and treat-
ing the remaining reviews, or a sample of them,
as input, forming synthetic pairs for training. This
approach allows models to learn the task of opinion
summarization without requiring labeled data.

Bražinskas et al. (2020) randomly selected N
reviews per entity to construct N pseudo-summary,
reviews pairs. Amplayo and Lapata (2020) sampled
a review randomly and generated noisy versions of
it as input reviews. Amplayo et al. (2020) used as-
pect and sentiment distributions to sample pseudo-
summaries. Elsahar et al. (2021) selected reviews
similar to a randomly sampled pseudo-summary as
input reviews, based on TF-IDF cosine similarity.
Wang and Wan (2021) aimed at reducing opinion re-
dundancy and constructed highly relevant reviews
pseudo-summary pairs by learning aspect and sen-
timent embeddings to generate relevant pairs.

Im et al. (2021) used synthetic dataset creation
strategy similar to Bražinskas et al. (2020) and ex-
tended it to multimodal version. Ke et al. (2022)
captured the consistency of aspects and sentiment
between reviews and pseudo-summary using con-
strained sampling. Siledar et al. (2023a) use lexi-
cal and semantic similarities for creating synthetic
datasets. Siledar et al. (2024b) uses cosine simi-
larity to select input reviews and pseudo-summary
pairs, using review embeddings to compute simi-
larity instead of TF-IDF scores. Additionally, their
pseudo-summary selection considers additional
sources such as product description and question-
answers as well. Recent opinion summarization
systems (Bhaskar et al., 2023; Hosking et al., 2023)
include a large number of reviews.

6.5 Multi-source Opinion Summarization

Multi-source opinion summarization involves creat-
ing concise summaries that integrate opinions from
diverse textual and non-textual sources such as re-
views, product descriptions, specifications, ques-
tion answers, images, metadata, and more. The ob-
jective is to synthesize viewpoints and sentiments
from these varied sources into a unified summary,
offering a comprehensive understanding of pub-



lic opinion or information related to a specific en-
tity, topic, or event. This approach enables holis-
tic insights by aggregating and analyzing opinions
across multiple dimensions, enhancing decision-
making and understanding in various domains such
as product analysis, sentiment analysis, and market
research.

Zhao and Chaturvedi (2020) used aspects iden-
tified from product description to perform extrac-
tive aspect-based opinion summarization. Li et al.
(2020) proposed a supervised multimodal summa-
rization model to effectively generate summaries
using reviews, product image, product title, and
product details. Im et al. (2021) proposed a self-
supervised multimodal training pipeline to gener-
ate summaries using reviews, images, and meta-
data. Siledar et al. (2023b) did supervised opinion
summarization using simple rules to generate sum-
maries separately in the form of verdict, pros, cons,
and additional information using reviews, descrip-
tion, specifications, and question-answers. (Siledar
et al., 2024b) takes inspiration from Im et al. (2021)
to utilize a multi-encoder framework to effectively
fuse information from various sources. However,
where additional sources are all text, their approach
of forming highly relevant synthetic pairs using
additional sources helps in capturing relevant infor-
mation. Also, their approach differs from Siledar
et al. (2023b) in training models in an end-to-end
fashion without the aid of supervised summaries.

6.6 Large-scale Opinion Summarization

Large-scale opinion summarization involves sum-
marizing sentiments and opinions from a vast num-
ber of reviews or textual sources related to a spe-
cific entity or topic. Here large scale refers to
handling hundreds of thousands of reviews from
diverse sources like e-commerce platforms. The
goal is to distill key insights and sentiments effi-
ciently, using scalable NLP techniques to capture
overall sentiment trends and critical aspects across
the dataset.

Recent opinion summarization systems such as
(Bhaskar et al., 2023; Hosking et al., 2023; Jiang
et al., 2023b) include a large number of reviews.
Bhaskar et al. (2023) explores prompting by testing
GPT-3.5 (OpenAI, 2023) and introduces various
pipelines whereas Jiang et al. (2023b) introduced a
review sampling strategy that uses sentiment analy-
sis and two-stage training scheme to generate the

opinion summary. Hosking et al. (2023) encodes
the reviews into discrete latent space and then gen-
erates the summary by decoding the frequent en-
codings.

Chowdhury et al. (2024) proposed CoverSumm
an algorithm to perform centroid-based extrac-
tive opinion summarization incrementally. Chang
et al. (2023) uses incremental and hierarchical
approaches to summarise the book-length text.
Muddu et al. (2024) proposed XL-OPSUMM frame-
work for a large-scale opinion summarization sys-
tem that generates the opinion summary incremen-
tally.

6.7 LLM-based Summary Evaluation

Summary evaluation involves assessing the quality
and effectiveness of machine-generated summaries
against human-generated references or predefined
criteria. Evaluating summaries ensures that they are
accurate, coherent, and relevant, reflecting the es-
sential information from the source text. The recent
performance of Large Language Models (LLMs)
plays a crucial role in summary evaluation as they
can leverage their understanding of language se-
mantics and context to measure the similarity and
fluency of generated summaries.

Fu et al. (2023) introduced GPTScore that oper-
ates on the premise that a generative pre-training
model (e.g. GPT-3) is likely to assign a higher
probability to the generation of high-quality text in
line with provided instructions and context. Chi-
ang and Lee (2023a) were the first to explore LLMs
for evaluation. Chiang and Lee (2023b) provide
concrete guidelines that improve ChatGPT’s corre-
lation with humans. Wang et al. (2023) conducted
an initial survey exploring the utilization of Chat-
GPT as an NLG evaluator. Kocmi and Federmann
(2023) used GPT models for evaluating machine
learning tasks. Liu et al. (2023) introduced G-Eval,
a framework for evaluation of NLG outputs using
Chain of Thought (CoT) (Wei et al., 2023) and as-
signing weights to a predetermined set of integer
scores based on their generation probabilities from
GPT-3/4. Chen et al. (2023) were the first to inves-
tigate approaches to reference-free NLG evaluation
using LLMs, finding that an explicit score gener-
ated by ChatGPT is the most effective and stable
approach. Zheng et al. (2023) show that strong
LLMs such as GPT-4 achieve a similar level of
agreement to that of humans and hence can be used



to approximate human preferences. Siledar et al.
(2024a) investigates two prompt strategies and tests
the applicability of different prompt approaches on
closed-source and open-source LLMs for opinion
summary evaluation for 7 dimensions.

7 Summary and Conclusion

In this comprehensive survey, we have thoroughly
explored the domains of opinion summarization
and evaluation, providing an in-depth analysis of
benchmark datasets, evaluation metrics, and influ-
ential research papers that have shaped these fields.
Our journey began with an examination of text sum-
marization, laying the groundwork for understand-
ing its pivotal role in opinion summarization. Sub-
sequently, we delved into the nuanced dimensions
of opinion summarization, encompassing general,
aspect-specific, and multi-source scenarios, each
posing unique challenges and opportunities for in-
novation.

A significant focus of our survey was on large-
scale opinion summarization, aimed at overcoming
limitations related to the contextual scope of mod-
els. The burgeoning volume of online reviews ne-
cessitates systems capable of effectively processing
vast amounts of data to extract meaningful insights
and summarize them succinctly. Current research
indicates that while strides have been made in this
area, significant challenges remain, opening av-
enues for further exploration and advancement.

Evaluation methodologies emerged as another
critical aspect discussed in our survey. Ensuring
the quality and coherence of machine-generated
summaries is paramount, and leveraging the capa-
bilities of Large Language Models (LLMs) holds
promise in enhancing evaluation accuracy and re-
liability. However, exploiting the full potential of
LLMs for robust opinion summarization remains
an area ripe for exploration and refinement.

By synthesizing advancements and identifying
gaps in these domains, our survey underscores the
progress achieved and outlines crucial directions
for future research. Effective summarization sys-
tems have the potential to profoundly impact fields
such as market analysis, consumer feedback pro-
cessing, and beyond, facilitating informed decision-
making and enhancing user experiences in various
domains.
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