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Abstract
In the contemporary era of Big Data, an im-
mense volume of data is generated daily, with
tables being one of the most prominent and sig-
nificant forms of structured data. With the ad-
vent of generative AI-based systems, text gen-
eration has seen considerable advancements.
However, the problem of generating coherent
and contextually accurate text from tables re-
mains an intriguing and challenging task. Dif-
ferent systems have been developed depend-
ing on the type and complexity of the tables
involved. Some datasets feature relatively sim-
pler tables to serve as stepping stones, while
others present more realistic and intricate tables.
Capturing the correct context from these tables,
ensuring factual consistency, maintaining co-
herence, and adhering to fundamental text gen-
eration principles are persistent challenges in
this field. In this paper, we present a compre-
hensive survey of table-to-text generation. We
outline the importance of this problem and re-
view the significant contributions made thus far.
By examining various challenges and datasets,
we summarize the approaches taken to address
these challenges and the results achieved, pro-
viding a thorough overview of the current state
and future directions of this research domain.

1 Introduction

Table-to-text conversion has been a longstanding
challenge in the field of data-to-text generation.
In the era of big data, vast amounts of structured
data are generated daily, necessitating efficient and
accurate methods to transform this data into com-
prehensible text. Structured data formats, such as
triples and RDFs, are prevalent, but tables remain
the most significant and widely used format due to
their simplicity and versatility. Tables can encap-
sulate complex datasets and reveal hidden insights
when properly interpreted. Consequently, gener-
ating natural language text from tables is crucial
for developing modern systems that can automati-
cally interpret and communicate data insights. This

capability is essential not only for enhancing data
accessibility and usability but also for enabling
automated reporting, content creation, and deci-
sion support across various domains. The ability
to convert structured data into coherent narratives
empowers users to derive meaningful conclusions
from raw data, thereby bridging the gap between
data generation and its practical application in real-
world scenarios.

Over the past decade, numerous challenges have
emerged in the field of table-to-text generation,
each addressing distinct aspects of the problem
and presenting unique hurdles to overcome. These
challenges have spurred a variety of innovative ap-
proaches aimed at improving the accuracy, fluency,
and contextual relevance of generated text. This
survey comprehensively reviews these challenges
and the corresponding methodologies devised to
address them. Section 2 delves into the background
and motivation of the work, providing a detailed
context for the evolution and significance of table-
to-text generation. Section 3 presents an exten-
sive overview of the available datasets, highlighting
their characteristics, scope, and the specific prob-
lems they aim to solve. Section 4 discusses the
various approaches adopted to tackle these chal-
lenges, including traditional techniques, state-of-
the-art neural models, and hybrid methods. Finally,
Section 5 showcases the results of these contribu-
tions, offering a comparative analysis of different
approaches and their effectiveness in addressing
the multifaceted challenges of table-to-text gener-
ation. Through this structured examination, the
survey aims to provide a thorough understanding
of the progress made in this field and to identify
potential avenues for future research.

2 Motivation and Background of
Table-to-text Generation

Text generation from tables holds immense poten-
tial in a variety of social applications where merely



describing numerical values falls short of convey-
ing meaningful insights. By transforming struc-
tured data into coherent and contextually relevant
narratives, these applications can enhance the ac-
cessibility and comprehensibility of data for diverse
audiences.

For instance, in the realm of news or blog writ-
ing, automated text generation can be employed to
create detailed articles based on tournament points
tables, pricing tables, or voting results tables. Such
generated content can provide readers with a clear
and concise interpretation of the data, highlighting
trends, anomalies, and key takeaways that might
not be immediately apparent from the raw numbers
alone.

In the context of business and sports report-
ing, generating summaries from match results, de-
tailed business reports, or sales data can streamline
the creation of insightful and engaging narratives.
These summaries can assist stakeholders in making
informed decisions by presenting data in an easily
digestible format, complete with context and anal-
ysis that underscore the significance of the figures
presented.

Moreover, in fields such as healthcare, meteo-
rology, and law, the ability to generate explanatory
text from structured reports can be invaluable. Au-
tomated descriptions of healthcare reports can aid
in patient understanding and communication, while
weather reports can be translated into user-friendly
forecasts that emphasize critical information. Sim-
ilarly, legal documents, which often contain com-
plex data, can be distilled into clear summaries that
facilitate comprehension and decision-making.

Overall, the application of table-to-text gener-
ation in these areas underscores the technology’s
versatility and its potential to transform data presen-
tation across multiple domains, thereby enhancing
the way information is communicated and under-
stood.

In recent years, table-to-text generation has wit-
nessed significant advancements, driven by the de-
velopment of more sophisticated models and the
availability of extensive datasets. However, the
scope of exploration within this domain has largely
remained confined to specific areas, predominantly
focusing on sports and Wikipedia tables. This nar-
row focus has led to substantial improvements in
generating descriptive and contextually accurate
text for these types of data, but it has also high-
lighted the need for broader applicability. The re-

liance on sports data and Wikipedia infoboxes has
provided a controlled environment to test and refine
models, resulting in notable progress in handling
structured data and producing coherent narratives.
Yet, the limited domain of exploration poses chal-
lenges for generalizability and robustness across
diverse datasets. Expanding research efforts to en-
compass a wider range of domains, such as medical
records, financial data, and scientific datasets, is
essential to further advance the capabilities of table-
to-text generation models. By addressing this gap,
future research can ensure that the techniques and
models developed are versatile and applicable to
a broader spectrum of real-world data scenarios,
thereby enhancing the overall impact and utility of
table-to-text generation technologies.

3 Dataset

Significant contributions have been seen in differ-
ent datasets of this domain. Table-to-text genera-
tion being an integral part of data-to-text generation
has been highly correlated to other forms of tasks
also. For example, rather simple tabular texts can
be perceived as knowledge graphs, which in turn
can be interpreted as RDFs. So, in this section we
discuss all the possible datasets for this task and
also introduce our own contribution regarding data.

3.1 WebNLG

Gardent et al. (2017); Castro Ferreira et al. (2020)
introduced the WebNLG benchmark dataset and
shared task, aimed at generating natural language
descriptions from structured data sources, par-
ticularly knowledge graphs. This challenge has
been conducted in three editions: 2017, 2020,
and 2023. The WebNLG 2017 edition comprises
21,855 data/text pairs and includes 8,372 distinct
data inputs across 15 DBPedia categories, provid-
ing a comprehensive resource for training and eval-
uating natural language generation models. The
WebNLG Challenge 2020, a follow-up to the 2017
edition, introduced one additional DBPedia cat-
egory and a new dataset for Russian. This edi-
tion includes approximately 8,000 data inputs and
20,800 data-text pairs spanning nine distinct cat-
egories, expanding the linguistic and categorical
diversity of the dataset. The WebNLG 2023 edi-
tion further diversifies the challenge by focusing
on four under-resourced languages: Maltese, Irish,
Breton, and Welsh. This progression highlights the
dataset’s evolution in addressing linguistic diversity



Figure 1: Illustration of triples: Example taken from
WebNLG corpus.

and complexity, making it a valuable benchmark
for advancing natural language generation from
structured data.

Each instance in the WebNLG dataset comprises
a set of RDF (Resource Description Framework)
triples that can form a star-like knowledge graph,
where a central entity is connected to various at-
tributes or related entities. These triples serve as the
structured data input for the natural language gen-
eration task. For each instance, multiple sentences
are provided, effectively describing the given set of
triples. This multiplicity of sentences per instance
allows for a richer training dataset, capturing vari-
ous ways to express the same set of facts in natural
language. By encompassing diverse linguistic ex-
pressions, the dataset facilitates the development of
models that can generate fluent, contextually accu-
rate, and varied descriptions from structured data
inputs. This structure and detail make the WebNLG
dataset an invaluable resource for training and eval-
uating data-to-text generation models, pushing the
boundaries of how effectively machines can trans-
late structured data into human-like descriptions.

3.2 DART

Unlike WebNLG, DART (Nan et al., 2021) is
an open-domain Data Record to Text generation
dataset that encompasses over 82,000 instances of
triples/text pairs, with each triple following the
ENTITY-RELATION-ENTITY format. DART is
constructed from three diverse sources: (1) Human
annotations on Wikipedia tables, which provide
rich and varied descriptions; (2) Automatic conver-
sion of questions in WikiSQL (Zhong et al., 2017)
into declarative sentences, thereby expanding the
dataset’s scope and complexity; and (3) Integration

Figure 2: WikiBio Dataset Problem Statement

of existing datasets, including WebNLG 2017 and
Cleaned E2E (Dušek et al., 2019), which contribute
additional data variety and density. This amalga-
mation creates a robust and comprehensive dataset
suitable for training and evaluating text generation
models. Notably, employing DART for data aug-
mentation has led to performance improvements
on the WebNLG 2017 dataset across various mod-
els. These gains are primarily attributed to the
high-quality, human-written sentences included in
DART, which enhance the training process by pro-
viding more natural and contextually accurate text
samples. Consequently, DART stands out as a sig-
nificant resource for advancing the capabilities of
data-to-text generation models in an open-domain
context.

3.3 WikiBio
The WikiBio dataset serves as a prominent resource
for the table-to-text conversion task (Lebret et al.,
2016a). Characterized by tables containing single-
column (Key, Value) pairs, the dataset effectively
frames the task as a triple-to-text conversion chal-
lenge. These tables are sourced from Wikipedia
Infoboxes, where each instance consists of struc-
tured data points paired with their corresponding
target text, typically extracted from the first sen-
tence of the respective Wikipedia page. The dataset
is partitioned into three distinct sets: the training
set comprises 582, 660 instances, while the valida-
tion and test sets each contain 72, 831 instances.
This segmentation ensures robust evaluation and
benchmarking of models across varied datasets, re-
flecting real-world scenarios where structured data
must be transformed into coherent and informative
natural language descriptions. Thus, the WikiBio
dataset stands as a pivotal resource in advancing re-
search and development in the field of data-to-text
generation, facilitating the exploration of effective
approaches to handling single-column table data
for natural language generation tasks.

The objective of the WikiBio dataset is illus-



trated in Figure 2. Each instance in the dataset
features an infobox containing structured informa-
tion extracted from a biography page. This infobox
typically consists of key-value pairs summarizing
various aspects of the subject’s life or achievements.
The corresponding target text aims to provide a
natural language description that encapsulates and
elaborates upon the information presented in the
infobox. This task aligns with the broader goal of
table-to-text conversion, where the challenge lies
in transforming concise, structured data into coher-
ent and informative textual narratives. By mapping
infobox content to descriptive text, the dataset fa-
cilitates the development and evaluation of models
capable of generating fluent and contextually ac-
curate prose from sparse, tabular representations.
Thus, the WikiBio dataset plays a crucial role in
advancing research and methodologies for data-to-
text generation, offering a standardized benchmark
for assessing model performance and innovation in
this domain.

3.4 ToTTo
The ToTTo dataset, sourced from Wikipedia, fo-
cuses on the task of converting highlighted rows
into natural language text (Parikh et al., 2020).
Each instance in the dataset involves selecting spe-
cific rows from a table, termed as highlighted rows,
and generating textual descriptions that indepen-
dently convey the meaning of these selected cells.
This task is designed to ensure that the generated
text remains contextually coherent and informative,
despite being isolated from the surrounding rows in
the table. The dataset comprises a training set with
120, 761 instances, along with development and
test sets each containing 7, 700 instances. On av-
erage, the highlighted rows contain 3.55 rows and
the target text spans approximately 17.4 tokens, re-
flecting the dataset’s focus on generating concise
yet informative descriptions from structured data.
By providing a standardized benchmark for table-
to-text conversion, the ToTTo dataset facilitates the
evaluation and development of models capable of
accurately and fluently transforming tabular data
into natural language text, thereby advancing re-
search in data-driven text generation tasks.

3.5 Wiki Table-to-text
Wiki Table-to-text dataset, akin to the ToTTo
dataset (Bao et al., 2018), shares a similar objective
of transforming structured data into natural lan-
guage text. The dataset consists of tables scraped

Figure 3: Caption

Figure 4: Wiki Table-to-text Dataset

from Wikipedia, where specific rows, termed high-
lighted rows, are annotated to serve as target text
in natural language. These annotations are metic-
ulously crafted to ensure that the generated text is
contextually independent from other rows within
the table. The dataset encompasses approximately
5,000 randomly selected tables from Wikipedia,
each annotated by manual annotators to highlight
key information that should be converted into tex-
tual descriptions. In total, the dataset contains
around 13,318 sentences, providing a diverse and
extensive collection of instances for training and
evaluating models in the table-to-text generation
task. By focusing on context-free annotations and
leveraging real-world data from Wikipedia, the
Wiki Table-to-text dataset serves as a valuable re-
source for advancing research and development in
natural language generation from structured data
sources. It offers a standardized benchmark for
evaluating the efficacy and accuracy of models in
converting tabular information into coherent and
informative textual narratives.

3.6 Rotowire

The Rotowire dataset is specifically designed for
the task of generating text from NBA basketball
game statistics. It encompasses detailed tables rep-
resenting various matches and the overall perfor-
mances of different players. This dataset is dis-
tinctive as it pairs human-written NBA basketball
game summaries with their corresponding box and
line scores, providing a rich source of structured
and narrative data. The summaries, sourced from



rotowire.com, form what is referred to as the "ro-
towire" data. The dataset comprises 4,853 unique
summaries covering NBA games played between
January 1, 2014, and March 29, 2017, with some
games having multiple summaries to enhance di-
versity and comprehensiveness.

The dataset is split into training, validation, and
test sets, containing 3,398, 727, and 728 summaries,
respectively. This structured split ensures a ro-
bust framework for training and evaluating models.
An example of a data instance from the Rotowire
dataset is illustrated in Figure 5, which showcases
how detailed statistical tables are aligned with nar-
rative summaries. The comprehensive nature of the
Rotowire dataset, with its extensive game statistics
and human-crafted summaries, makes it an ideal
benchmark for evaluating the effectiveness of table-
to-text generation models in handling complex and
context-rich data.

Figure 5: Example of Rotowire tables.

4 Architecture and Experiments

There has been some significant amount of work in
table-to-text generation previously. In this section
we try to summarize the work suitably.

4.1 Wikibio Problem Approaches

Rebuffel et al. (2022) coined a simple language
modelling solution to the Wikibio problem. The
language modelling problem is explained in equa-
tion 1.

P (s) =

T∏
t=1

P (wt|w1, ..., wt−1) (1)

Here w1, ..., wT are T words from the vocabulary.
Table linearization plays a pivotal role in the

deployment of sequence-to-sequence models. The
task under consideration, utilizing the (Lebret et al.,
2016a) dataset, benefits from the simplification of

tables inherent to this dataset. In particular, the ta-
bles in this dataset are typically reduced to a single
column, thereby facilitating their representation as
key-value pairs. This simplification is crucial as
it reduces the complexity involved in processing
and converting tabular data into a linear format suit-
able for sequence-to-sequence modeling. The one-
column structure of these tables ensures that each
entry can be directly mapped to a corresponding
value, streamlining the linearization process and
improving the model’s ability to generate coherent
and contextually appropriate sequences based on
the tabular inputs.

The authors employ both local conditioning and
global conditioning techniques to flatten a table,
facilitating the transformation of tabular data into a
linear sequence suitable for sequence-to-sequence
modellings.

Local conditioning refers to the integration of
information from the table that is specifically ap-
plied to the description of words that have already
been generated. This technique leverages the con-
text provided by the previously generated words,
ensuring that the model’s output remains coherent
and contextually relevant. By conditioning on the
immediate linguistic context, the model can dynam-
ically adjust its predictions based on the evolving
sequence, thus enhancing the fluency and accuracy
of the generated text.

In contrast, global conditioning encompasses
the incorporation of information from all tokens
and fields of the table, irrespective of their presence
in the previously generated words. This broader
approach ensures that the model has access to the
entire dataset’s content, allowing it to maintain a
comprehensive understanding of the tabular infor-
mation throughout the generation process. By con-
sidering the entirety of the table, global condition-
ing helps the model to produce outputs that are
more comprehensive and reflective of the overall
data structure, ensuring that no relevant informa-
tion is overlooked.

In the context of scoring output words, a copy
action is employed to ensure the factual consis-
tency of the generated text. This mechanism is
crucial for maintaining the integrity of the infor-
mation conveyed by the model, particularly when
transforming structured tabular data into natural
language descriptions.

The copy action involves directly incorporating
words or phrases from the fact table into the gener-



ated output, thereby preserving the factual accuracy
of the information. This is particularly important in
domains where precision and reliability of the data
are paramount, such as biographical summaries,
scientific reports, and other information-rich texts.

On the other hand, Liu et al. (2017) developed a
structure-aware model to enhance the task of table-
to-text generation. This model builds upon the
fundamental principle of field-value or key-value
pairs, which serve as the cornerstone for represent-
ing the tabular data. However, Liu et al. (2017)
advanced this concept by introducing a field gating
encoder and a description decoder, thereby improv-
ing the model’s ability to generate coherent and
contextually accurate descriptions.

The objective function of the encoder-decoder
architecture, as proposed by Liu et al. (2017), is
formally defined by the equation 2. This objec-
tive function is crucial for training the model, as
it guides the optimization process by quantifying
the discrepancy between the generated descriptions
and the ground truth data. By minimizing this ob-
jective function, the model learns to generate more
accurate and contextually appropriate descriptions
from the tabular input.

Equation 2 captures the essence of this optimiza-
tion process, encompassing the various compo-
nents and interactions within the encoder-decoder
framework. It integrates the contributions of both
the field gating encoder and the description de-
coder, ensuring that the model effectively lever-
ages the structure-aware design to produce high-
quality textual outputs. Through this advanced ap-
proach, Liu et al. (2017) have demonstrated a signif-
icant improvement in the capability of sequence-to-
sequence models to handle table-to-text generation
tasks, highlighting the importance of incorporating
structural awareness and selective attention mecha-
nisms in model design.

w∗
1:p = argmax

w1:p

p∏
t=1

P (wt|w0:t−1, Rt,n) (2)

The concept of field embedding, as extracted
from Lebret et al. (2016b), introduces a sophisti-
cated approach to representing structured data for
natural language generation tasks. This technique
involves pairing field names and values along with
the positional information of tokens, thereby en-
hancing the model’s ability to comprehend and
utilize the contextual relationships within the data.

Field embedding extends beyond the simple key-
value representation by embedding both the field
names and their corresponding values into a con-
tinuous vector space. This embedding process cap-
tures the semantic relationships between different
fields and values, facilitating a more nuanced under-
standing of the data’s structure. By incorporating
positional information, the model gains insight into
the sequential order and hierarchical relationships
present within the table, further enriching its con-
textual comprehension.

The utility of field embedding lies in its abil-
ity to provide a comprehensive understanding of
the facts and their context within the table. By
embedding field names and values together with
their positional information, the model can discern
the significance of each field in relation to others,
thus improving its ability to generate coherent and
factually consistent text. This approach ensures
that the generated descriptions are not only fluent
and contextually relevant but also aligned with the
underlying structure and semantics of the tabular
data.

In summary, the concept of field embedding as
derived from Lebret et al. (2016b) plays a critical
role in enhancing the performance of sequence-to-
sequence models for table-to-text generation. By
embedding field names, values, and positional in-
formation into a unified representation, the model
gains a deeper understanding of the data’s structure
and context, leading to more accurate and contex-
tually appropriate textual outputs. This advanced
embedding technique underscores the importance
of capturing the detailed relationships within struc-
tured data to improve the quality of natural lan-
guage generation.

The table encoder is designed to effectively en-
code each word in the table, integrating its corre-
sponding field embedding into a hidden state using
a Long Short-Term Memory (LSTM) encoder. This
process ensures that both the semantic content of
the words and their contextual information derived
from field embeddings are captured, providing a
rich and comprehensive representation of the tabu-
lar data.

The LSTM encoder processes the input sequence
of table words and their field embeddings sequen-
tially. Each word, along with its field embedding,
is transformed into an embedded vector, which
is then fed into the LSTM. The LSTM’s hidden
states are updated iteratively as it processes each



word in the sequence, capturing both the immediate
context and long-term dependencies. This encod-
ing process results in a series of hidden states that
encapsulate the detailed structural and semantic
information of the table.

To address the structured table during the gener-
ation of descriptions, a dual attention mechanism
is employed within the LSTM architecture. This
mechanism enables the model to perform both local
and global addressing, ensuring that the generated
descriptions are coherent and contextually accu-
rate.

The combination of these two attention mech-
anisms within the LSTM architecture allows the
description generator to effectively leverage the
encoded table information. By dynamically attend-
ing to both local and global contexts, the model
can produce detailed, accurate, and contextually
appropriate descriptions from the structured data.

The architecture, as depicted in Figure 6, il-
lustrates the interplay between the table encoder
and the dual-attention LSTM description generator.
The figure highlights the flow of information from
the table, through the field embeddings and LSTM
encoder, to the dual-attention mechanism, and fi-
nally to the generated descriptions. This compre-
hensive framework underscores the importance of
integrating advanced encoding and attention mech-
anisms to enhance the performance of table-to-text
generation models.

In summary, the table encoder and dual-attention
LSTM architecture work in tandem to encode and
generate descriptions from structured tables. The
use of field embeddings and attention mechanisms
ensures that the model captures the full context
and semantics of the tabular data, resulting in high-
quality, contextually accurate textual outputs.

Figure 6: The overall diagram of structure-aware
seq2seq architecture for generating description.

On the other hand, the Multi-Branch Decoder
(MBD) architecture (Rebuffel et al., 2022) aims
to enhance the text generation process by iso-

lating and independently controlling critical co-
dependent factors. This architecture incorporates
separate decoding modules, or branches, for each
control factor—content, hallucination, and fluency.
Each branch is responsible for modeling its re-
spective factor, producing an output representa-
tion that can be dynamically weighted according
to its importance in the final output. The content
branch ensures the generated text accurately re-
flects the factual information from the input data,
minimizing errors and inaccuracies. The hallucina-
tion branch focuses on controlling and mitigating
the generation of information not present in the
input, thus enhancing the reliability of the output.
Meanwhile, the fluency branch ensures the text
is linguistically coherent and natural, maintaining
grammatical correctness and readability. By com-
bining these branches’ output representations in a
weighted manner, the MBD architecture provides
precise control over the trade-offs between con-
tent accuracy, hallucination reduction, and fluency.
This separation and targeted control result in higher
quality text generation, with the flexibility to adapt
to various scenarios and requirements, ultimately
improving the overall reliability and coherence of
the generated descriptions.

4.2 ToTTo Challenge Approaches

Along with providing the dataset, Parikh et al.
(2020) introduced three approaches to tackle the
challenge, with the first approach being the BERT-
to-BERT framework. This framework employs
a Transformer encoder-decoder model, where
both the encoder and decoder are initialized with
the BERT (Bidirectional Encoder Representations
from Transformers) model. The BERT model, pre-
trained on extensive corpora including Wikipedia
and the BooksCorpus, is known for its powerful
contextual understanding of language. In this ap-
proach, the encoder transforms the structured table
data into contextualized representations, leverag-
ing BERT’s bidirectional context capabilities. Si-
multaneously, the decoder generates the output se-
quence, drawing from these rich representations
to produce coherent and contextually appropriate
text. The BERT-to-BERT framework benefits from
the comprehensive pre-training of BERT, which
captures intricate linguistic patterns and contex-
tual information, thereby enhancing the accuracy
and fluency of the generated descriptions. This
approach highlights the effectiveness of initializ-



ing both components of the model with pre-trained
BERT, providing a robust solution for generating
natural language from structured data.

The second approach consists of a Pointer Gen-
erator Network, a sequence-to-sequence (Seq2Seq)
model augmented with attention and a copy mech-
anism. This model, originally designed for the
task of text summarization, has been effectively
adapted for data-to-text generation. The attention
mechanism within the Pointer Generator Network
allows the model to focus on different parts of the
input sequence as it generates each word in the out-
put, thereby enhancing the contextual relevance of
the generated text. The copy mechanism further
enhances the model’s capability by enabling it to
directly copy words from the input sequence to the
output, ensuring factual accuracy and preserving
key information from the source data. This dual
mechanism of attention and copying is particularly
advantageous in data-to-text tasks, where maintain-
ing the integrity of the original data while generat-
ing coherent and fluent text is critical. The Pointer
Generator Network thus combines the strengths of
both traditional Seq2Seq models and specialized
mechanisms for handling structured data, making
it a robust approach for converting tabular data into
natural language descriptions.

The third approach is a sequence-to-sequence
(Seq2Seq) model that incorporates an explicit con-
tent selection and planning mechanism specifically
designed for data-to-text generation. This model
enhances the traditional Seq2Seq framework by
introducing a preliminary step that identifies and
selects the most relevant content from the input
data before the text generation phase begins. The
content selection mechanism ensures that only the
most pertinent pieces of information are consid-
ered, thereby reducing noise and improving the
focus of the generated text. Following this, the
planning mechanism organizes the selected content
into a coherent structure, outlining the sequence in
which the information should be presented. This
explicit planning phase guides the generation pro-
cess, allowing the model to produce text that is not
only contextually accurate but also logically and se-
quentially coherent. By integrating these additional
mechanisms, this approach addresses some of the
inherent challenges in data-to-text tasks, such as
content relevance and structural coherence, thereby
enhancing the overall quality and reliability of the
generated descriptions.

On the other hand, Kale and Rastogi (2020)
developed a transfer learning-based approach uti-
lizing the T5 (Text-to-Text Transfer Transformer)
model. This approach leverages the pre-trained T5
checkpoint, which has been extensively trained in a
multitask manner. The pre-training of T5 involves
an unsupervised “span masking” objective applied
to Common Crawl data, where spans of text are
masked and the model learns to predict them, thus
gaining a deep understanding of language patterns
and contextual relationships. Additionally, the T5
model is trained on various supervised tasks includ-
ing translation, summarization, classification, and
question answering. This multitask training regime
enables T5 to acquire versatile language genera-
tion capabilities and adapt effectively to diverse
tasks. By employing this pre-trained T5 model,
Kale and Rastogi (2020) harness the benefits of
transfer learning, allowing the model to effectively
generalize from its extensive training on varied
datasets to the specific challenges of data-to-text
generation. This approach underscores the effi-
cacy of leveraging pre-trained language models for
complex generation tasks, providing a robust foun-
dation for producing high-quality and contextually
accurate text from structured data.

T5 has also contributed significantly to address-
ing the challenges in data-to-text generation, as
highlighted by Gehrmann et al. (2021). In their ex-
periments, they employed both T5 and BART (Bidi-
rectional and Auto-Regressive Transformers) mod-
els across various data-to-text generation tasks. Al-
though the T5 model’s performance on the ToTTo
dataset did not surpass the state-of-the-art results,
the experiments yielded important insights into the
complexities and nuances of the challenge. These
insights include understanding the limitations and
strengths of pre-trained models like T5 in handling
structured data and generating coherent, contextu-
ally accurate text. Moreover, the comparative anal-
ysis with BART provided further understanding of
the models’ behaviors and capabilities, contribut-
ing valuable knowledge to the field of data-to-text
generation. This work underscores the significance
of continued experimentation and evaluation with
advanced pre-trained models, even when they do
not achieve top-tier performance, as they can offer
critical learnings and drive further advancements
in the domain.

Wang et al. (2022) introduced the transformation-
invariant graph masking technology within the



LATTICE framework, designed to enforce the
model’s structure-awareness and transformation-
invariance. This innovative approach ensures that
the model can effectively handle variations in
the input data’s structure, maintaining robust per-
formance across different transformations. The
transformation-invariant graph masking technol-
ogy allows LATTICE to encode the input data
in a way that preserves its inherent structure, re-
gardless of transformations applied to it. Addi-
tionally, Wang et al. (2022) presented two alterna-
tive techniques aimed at enhancing transformation-
invariance, providing a comparative analysis with
LATTICE. These alternative techniques offer dif-
ferent methodologies for achieving transformation-
invariance, enabling a thorough evaluation of their
effectiveness relative to the LATTICE framework.
By introducing and comparing these approaches,
the study contributes valuable insights into the de-
velopment of structure-aware models that can adapt
to varying data transformations, thereby advancing
the field of data-to-text generation.

Content-invariant transformations consist of op-
erations that do not alter the content within individ-
ual rows or columns but instead modify the table’s
layout while preserving the semantic equivalence
of the (sub-)tables. These transformations enable
the presentation of the same information in various
table configurations, ensuring that the underlying
data remains consistent despite changes in its struc-
tural representation. By applying such transforma-
tions, models can be trained to recognize and gen-
erate text from differently organized tables without
losing the integrity of the information.

Pretrained Transformer-based generative mod-
els, such as T5 and BART, have demonstrated
state-of-the-art (SOTA) performance across vari-
ous text generation tasks. These models are pre-
trained on an extensive range of supervised and
self-supervised text-to-text tasks, equipping them
with robust language understanding and genera-
tion capabilities. During pre-training, these models
learn to handle a variety of text manipulation tasks,
from summarization and translation to classifica-
tion and question answering. This comprehensive
training enables them to generalize effectively to
new tasks, including data-to-text generation, where
they can leverage their learned representations and
generation strategies to produce coherent and con-
textually accurate text. The ability of these models
to handle content-invariant transformations further

Figure 7: Attention flows of the base model and LAT-
TICE.

enhances their robustness and versatility, making
them highly effective for generating text from struc-
tured data presented in different formats.

In the figure 7 the architecture is explained.

4.3 Rotowire Challenge Approaches
In 2017, Wiseman et al. (2017) introduced inno-
vative neural text generation methods to address
the RotoWire challenge, which involves generat-
ing textual summaries from structured data. This
work marked a significant advancement in the field
and sparked a surge of research focused on en-
hancing encoder-decoder models with the ability
to copy words directly from the source material.
These augmented models leverage a copy mecha-
nism, allowing them to transfer specific informa-
tion verbatim from the input data to the output
text. This capability is crucial for maintaining fac-
tual accuracy and ensuring that essential details are
accurately reflected in the generated text. The in-
corporation of the copy mechanism into neural text
generation models has proven particularly effective
for tasks like the RotoWire challenge, where the
preservation of precise information is paramount.
By combining the strengths of traditional sequence-
to-sequence frameworks with advanced copy mech-
anisms, these models achieve a higher level of fi-
delity and coherence in data-to-text generation, ad-
dressing some of the key challenges in this domain.

p(yi|y1:i−1, s) =
∑

z∈{0,1}

p(yi|z, y1:i−1, s) (3)

The generation of copied content can be formally
defined by equation 3, where the functions ‘copy‘
and ‘gen‘ are parameterized in terms of the decoder
RNN’s hidden state. These functions assign scores
to words, determining whether a word should be
generated from the vocabulary or copied directly
from the input source. Models incorporating copy-
decoders are typically trained to minimize the neg-
ative log marginal probability, effectively marginal-



izing out the latent variable associated with the
copy mechanism. During training, reconstruction-
based techniques can be employed at both the doc-
ument and sentence levels, enhancing the model’s
ability to produce accurate and coherent text. Addi-
tionally, a fully differentiable approach utilizing the
decoder’s hidden states has been successfully ap-
plied in neural machine translation, demonstrating
the efficacy of these methods in generating high-
quality translations. This approach leverages the
rich contextual information captured by the hidden
states, enabling the model to make more informed
decisions about when to generate or copy content,
thereby improving the overall performance of the
text generation process.

Puduppully et al. (2019) developed an innovative
content selection and planning-based approach for
table-to-text generation. As illustrated in Figure
8, this method employs a content selection gate
applied to the table. This gate is responsible for
identifying and extracting factual content from the
table, ensuring that the most relevant and accurate
information is selected for inclusion in the gener-
ated text. Following content selection, a planning
network is utilized to organize the extracted infor-
mation in a coherent and logical sequence, facilitat-
ing the generation of well-structured and contextu-
ally appropriate content. This dual mechanism of
content selection and planning enhances the overall
quality and factual accuracy of the generated text,
addressing one of the critical challenges in table-
to-text generation by systematically managing the
information flow from structured tables to natural
language descriptions.

Figure 8: Approach of Content selection and planning
by Puduppully et al. (2019).

Thus, the ordered plan is fed into a text decoder,
which generates the final content. As depicted in
Figure 9, the modeling approach taken by the au-
thors begins with a record encoder that processes

the unordered table input, extracting relevant facts.
These extracted facts then pass through a content
selection gate, which evaluates the context of each
record to determine its importance relative to other
records in the table. By capturing these depen-
dencies among records, the content selection gate
mechanism ensures that only the most pertinent
information is prioritized for text generation. This
structured approach not only enhances the factual
accuracy of the generated text but also ensures a
coherent narrative flow by appropriately ordering
and contextualizing the information extracted from
the table.

Figure 9: Modeling approach by Puduppully et al.
(2019)

In our generation task, the output text is lengthy
but adheres to a canonical structure, ensuring con-
sistency and clarity. The planning process involves
mapping the text in the summaries to entities in
the input table, including their values and types.
Since the output tokens of the content planning
stage correspond to positions in the input sequence,
a Pointer Network is employed to effectively man-
age these mappings. The text decoder, which is
based on a recurrent neural network with LSTM
units, is initialized with the hidden states from the
final step of the encoder. This initialization helps
maintain contextual information throughout the de-
coding process, thereby producing coherent and
contextually relevant text. This methodology en-
sures that the generated text not only follows a
structured narrative but also accurately reflects the
content and context of the input table, thereby en-
hancing the overall quality and reliability of the
output.

Similar contributions are also seen in rotowire
challenge by Puduppully and Lapata (2021), Choi
et al. (2021), Rebuffel et al. (2019), Li et al. (2021)



and Gong et al. (2019).

5 Results

The results obtained from various dataset chal-
lenges exhibit substantial variability, which can
be attributed to several factors including the com-
plexity, type, context, and factual consistency of
the datasets involved. These challenges often differ
in their structural intricacies and the specific re-
quirements they impose on the generation models.
For instance, datasets with complex relational struc-
tures or those requiring high contextual relevance
may present greater challenges for text generation
systems. Moreover, the ability to maintain factual
consistency is critical, as models must accurately
reflect the data in the generated text without intro-
ducing errors or hallucinations. Table 1 provides
a summary of the performance scores achieved by
various approaches across different datasets. This
comparison highlights the strengths and limitations
of each approach in handling diverse data-to-text
generation tasks, offering insights into how differ-
ent methodologies perform under varying condi-
tions. By analyzing these results, researchers can
identify key factors that influence performance and
guide the development of more robust and adapt-
able models for future applications.

In Table 1, we observe that the highest BLEU
score achieved on the WikiBio challenge is 44.89.
This challenge has predominantly utilized BLEU
and ROUGE scores to evaluate the effectiveness
of various systems. Among the contributions,
the field-gating seq2seq model with dual atten-
tion mechanisms has performed exceptionally well,
demonstrating superior capabilities in handling the
table-to-text generation task by efficiently leverag-
ing field information and attention-based context
modeling. However, despite its high performance,
the reasons behind the underperformance of the
beam search strategy when applied on top of this
model remain inadequately explained in the litera-
ture. The Multi-Branch Decoder (MBD) architec-
ture also shows commendable results, suggesting
its potential in balancing various aspects such as
content, hallucination, and fluency during text gen-
eration. These findings highlight the importance of
incorporating advanced attention mechanisms and
robust architectural designs to enhance the quality
and accuracy of generated text, while also empha-
sizing the need for further investigation into opti-
mization techniques like beam search within these

frameworks.

On the other hand, for the ToTTo dataset, the
T5-3B model has emerged as the top performer,
achieving a BLEU score of 49.5. In this context,
the PARENT score is also commonly used along-
side the BLEU score to provide a more compre-
hensive evaluation of the models’ performance,
particularly in capturing content fidelity and flu-
ency. The LATTICE and BERT-to-BERT models
also demonstrate competitive results, closely trail-
ing the T5-3B model. The ToTTo challenge has
garnered considerable attention and contributions
over the years, with researchers continually refining
their approaches to tackle the unique complexities
of the dataset. This dataset’s emphasis on gener-
ating context-independent text from highlighted
rows of tables has driven the development of so-
phisticated models that excel in ensuring factual
consistency and contextual coherence. The pro-
gressive improvements in performance metrics, as
evidenced by the high scores of recent models, un-
derscore the ongoing advancements in the field and
the potential for further breakthroughs in table-to-
text generation methodologies.

Rotowire presents one of the most challenging
tasks in table-to-text generation due to the exten-
sive length and complexity of its tables. These
intricate tables require models to handle a signif-
icant amount of structured data, making the gen-
eration task exceptionally demanding. Among the
various models evaluated on this dataset, the hi-
erarchical encoder-decoder model with Numeric
Reasoning (NR) and Information Retrieval (IR) ca-
pabilities has achieved the highest performance,
with a BLEU score of 17.96. This model’s abil-
ity to process and synthesize large amounts of
data into coherent narratives underscores the im-
portance of hierarchical structures and specialized
reasoning mechanisms in handling such complex
datasets. The vast context length inherent to the
Rotowire dataset further necessitates the use of
encoder-decoder architectures, which can effec-
tively manage long sequences of data and main-
tain contextual relevance throughout the generated
text. This demonstrates that while Rotowire poses
significant challenges, it also highlights the criti-
cal advancements in model architectures needed to
address the intricate demands of complex table-to-
text generation tasks.



Challenge Model Citation Bleu Rouge Parent Meteor
Table NLM (Lebret et al., 2016a) 34.70 25.80
Field-gating
Seq2seq + dual
attention

(Liu et al., 2017) 44.89 41.21

Wikibio Field-gating
Seq2seq + dual
attention + beam
search

(Liu et al., 2017) 44.71 41.65

MBD (Rebuffel et al., 2022) 41.56 56.16
NCP+CC (Parikh et al., 2020) 19.2 29.2
Pointer Generator (Parikh et al., 2020) 41.6 51.6
BERT-to-BERT (Parikh et al., 2020) 44 52.6

ToTTo T5-3B (Kale and Rastogi,
2020)

49.5 58.4

T5 (Gehrmann et al.,
2021)

36.3

LATTICE (Wang et al., 2022) 48.4 58.4
Encoder-decoder +
conditional copy

(Wiseman et al., 2017) 14.19

Neural Content
Planning + condi-
tional copy

(Puduppully et al.,
2019)

16.50

Rotowire Hierarchical trans-
former encoder +
conditional copy

(Rebuffel et al., 2019) 17.50

HierarchicalEncoder
+ NR + IR

(Li et al., 2021) 17.96

Force-Copy (Choi et al., 2021) 17.26
Macro (Gong et al., 2019) 15.46

Table 1: Comprehensive quantitative evaluation of all the different models and approaches in these challenges.

6 Conclusion

Over the years, the domain of table-to-text gen-
eration has witnessed substantial advancements.
The aforementioned challenges and correspond-
ing datasets, such as WikiBio, ToTTo, and Ro-
towire, represent pivotal contributions that have
significantly shaped the research landscape. Al-
though there remains considerable scope for en-
hancement, these works offer a solid foundation
for exploring and addressing the intricacies inher-
ent in table-to-text generation tasks. Each dataset
and challenge presents unique aspects of complex-
ity, thereby ensuring the developed systems are
versatile and applicable across various scenarios.
Despite the progress, future research must focus
on integrating subjectivity into the generated text
and addressing more complex and realistic tables.
These areas remain relatively unexplored, present-

ing exciting opportunities for innovation and devel-
opment in creating more nuanced and sophisticated
table-to-text generation systems.
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