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Abstract
Language models (LMs), trained on exten-
sive text corpora, exhibit impressive capa-
bilities across diverse natural language pro-
cessing (NLP) tasks but also risk propagat-
ing entrenched societal biases. This paper
examines the manifestation and amplifica-
tion of such biases, particularly within the
context of India—a region rich in linguistic,
religious, and cultural diversity. Given the
predominance of Western-centric research
and benchmarks, there is a significant need
for frameworks that effectively address and
mitigate biases in multilingual and cultur-
ally diverse settings. Through a compre-
hensive survey, we explore various dimen-
sions of bias in LMs, focusing on both
discriminatory tendencies and the mecha-
nisms through which these biases are em-
bedded and perpetuated in model outputs.
Additionally, evaluating models’ cultural
competence and the ethical implications of
their use in global settings is of great impor-
tance. By integrating insights from a wide
range of studies and benchmark datasets,
this survey highlights the critical need for
more inclusive and equitable AI practices,
proposing a refined approach to developing
and evaluating models that are truly repre-
sentative of and responsive to the diverse
fabric of global societies.

1 Introduction
Language models (LMs), which are trained on
expansive textual datasets, have shown impres-
sive performance across a spectrum of natu-
ral language processing (NLP) tasks. Despite
their effectiveness, there is growing concern
about their propensity to propagate existing
societal biases and stereotypes, which are of-
ten embedded within their training data (Blod-
gett et al., 2020a; Bender et al., 2021a; Sahoo
et al., 2022). Such biases, when manifested in
NLP applications, can have deleterious effects

on various demographic groups, making it im-
perative to develop robust benchmarks that
can accurately gauge these models’ biases in
diverse social contexts (Savoldi et al., 2021;
Ziems et al., 2022; Mozafari et al., 2020).
In a multicultural nation like India, where

the societal fabric is intricately woven with
varied languages, religions, castes, and re-
gional identities, the urgency for effective bias
mitigation frameworks becomes even more
pronounced. The challenge is compounded
by the predominance of research and bench-
mark datasets like Nangia et al. (2020a) and
Nadeem et al. (2021), which largely cater to
English and Western cultural norms. This
oversight leads to significant gaps in our un-
derstanding and capabilities to counteract bi-
ases in contexts relevant to the Indian milieu
(Blodgett et al., 2021a). The complexity of so-
cial identities in India further necessitates the
examination of intersectional biases, which re-
main largely unaddressed.
Bias within LMs manifests through dis-

criminatory tendencies towards specific demo-
graphic groups or sensitive issues (Hammers-
ley and Gomm, 1997; Singh et al., 2022). Ex-
tensive studies confirm that these biases are
not merely reflections but also amplifications
of societal prejudices inherent in the data used
for training these models (Bolukbasi et al.,
2016; Jia et al., 2020; Zhao et al., 2017; Sheng
et al., 2021). While initial mitigation efforts
were predominantly focused on Western con-
texts, there is a burgeoning body of work ex-
ploring biases in data representing diverse lan-
guages and cultural backgrounds, such as Ara-
bic (Lauscher et al., 2020), French (Kurpicz-
Briki, 2020), and Italian (Sanguinetti et al.,
2020). Nevertheless, studies specifically ad-
dressing the Indian context remain sparse,
though some recent initiatives are bridging



this gap (Sahoo et al., 2024; Pujari et al., 2020;
Malik et al., 2022; Sambasivan et al., 2021;
Bhatt et al., 2022; Jha et al., 2023).

Existing methodologies for creating bias
benchmarks often utilize predefined word sets
or template-based sentences to assess biases
concerning particular demographics and sen-
sitive attributes (Caliskan et al., 2017; May
et al., 2019; Manzini et al., 2019). Despite
these efforts, the lack of focus on non-Western
cultures and the intricacies of multilingual con-
texts in India is a critical shortfall that this
research aims to address. By extending ex-
isting benchmarks to include the Hindi lan-
guage and focusing on regional and religious
stereotypes, this study endeavors to construct
a more comprehensive understanding of social
biases in LMs.
The exploration of bias extends beyond

academia into real-world platforms like Twit-
ter, which, despite its recent rebranding to X,
continues to be a significant venue for public
discourse (Malik et al., 2019). It is not only
important to examine the factors contribut-
ing to the virality of tweets but also inves-
tigates how embedded social biases may in-
fluence this virality, potentially exacerbating
social divisions and perpetuating stereotypes
(Amon et al., 2020; Hasan et al., 2021; Guo
et al., 2022; Elmas, 2023).

In tandem with these social studies, this
paper also discusses the ethical implications
of text-to-image (T2I) generative models like
Stable Diffusion-XL, Imagen 2, and DALLE-3
(Podell et al., 2023; Saharia et al., 2022; Betker
et al., 2023). These models, while transform-
ing creative industries, must be scrutinized for
their cultural competence—particularly their
ability to represent and respect the diversity
of global cultures accurately (Bird et al., 2023;
Weidinger et al., 2023). By focusing on cul-
tural awareness and diversity, one can evalu-
ate these models’ performances across a spec-
trum of cultural contexts, thereby addressing
crucial gaps in global technological equality
(Prabhakaran et al., 2022; Jha et al., 2024;
Basu et al., 2023).

Recent advancements in text-to-image (T2I)
generative models, exemplified by Stable
Diffusion-XL (Podell et al., 2023), Imagen 2
(Saharia et al., 2022), and DALLE-3 (Betker
et al., 2023), have transformed creative indus-

tries like digital arts, advertising, and educa-
tion. These models offer unprecedented capa-
bilities in creative expression and communica-
tion, suggesting a potential revolution across
various sectors. However, their global prolif-
eration has also brought forth significant ethi-
cal and social considerations (Bird et al., 2023;
Weidinger et al., 2023), particularly in ensur-
ing equitable and inclusive functionality across
diverse cultures (Qadri et al., 2023; Mim et al.,
2024).

Historically, T2I model evaluations have
concentrated on photo-realism and accuracy
(Saharia et al., 2022; Hu et al., 2023; Cho et al.,
2024; Huang et al., 2023), but recent findings
highlight significant gaps in how these mod-
els handle cultural content (Cho et al., 2023;
Bianchi et al., 2023; Luccioni et al., 2024).
These gaps stem largely from the models’ de-
velopment within mono-cultural ecosystems,
which may not adequately represent the di-
versity of global cultures, thereby risking the
perpetuation of cultural biases and stereotypes
(Prabhakaran et al., 2022). In response, this
paper focuses on geo-cultural differences, de-
fined here as the cultures formed within spe-
cific national boundaries, to explore how T2I
models perform across varied cultural settings
(Rapport and Overing, 2002; Li et al., 2024).

These disparities can lead to the suppression
of sub- and co-cultures and limit the models’
applicability across different geo-cultural con-
texts (Qadri et al., 2023; Mim et al., 2024). De-
spite the efforts to build resources that detect
biases and stereotypes, there remains a lack
of comprehensive evaluation tools that assess
the richness and diversity of cultural represen-
tations in T2I models (Jha et al., 2024; Basu
et al., 2023).
In summary, this paper presents a compre-

hensive survey on bias in models, focusing
on the multifaceted challenges posed by dis-
criminatory tendencies within language mod-
els and text-to-image generative capabilities.
Through this endeavor, we not only enhance
our understanding of biases inherent in mod-
els trained on multilingual and multicultural
data but also pave the way for more equi-
table AI practices. Our approach stands to
influence future research directions, encourag-
ing a broader application of fairness and in-
clusivity standards in AI technologies globally.



Thus, this survey contributes to the ongoing
discourse on mitigating bias in AI, promoting
a technology ecosystem that is truly reflective
of, and responsive to, the rich diversity of hu-
man society.

2 Definition of Bias
This section delineates the concepts of “bias”
and “fairness” within the realm of large lan-
guage models (LLMs), highlighting the nu-
ances of social bias as it manifests in natural
language processing (NLP) tasks and through-
out the lifecycle of LLM development and de-
ployment.

2.1 Social Bias and Fairness
The imperative to mitigate social bias and
ensure fairness in NLP systems is a signifi-
cant theme in recent research. Efforts typ-
ically involve technical solutions such as en-
hancing datasets to balance representation of
social groups or adjusting model objectives to
promote fairness. Yet, despite these efforts,
there is often a lack of clarity about the spe-
cific harms caused by biased model behaviors:
identifying who is harmed, understanding why
such behavior is detrimental, and discerning
how these behaviors reflect and perpetuate ex-
isting social hierarchies (Blodgett et al., 2020b,
2021b).

In this context, many strategies propose an
ideal criterion—typically that model outputs
should not vary based on social group char-
acteristics within the inputs. However, these
frameworks frequently neglect to articulate the
underlying normative social values that justify
such criteria. This section aims to clarify these
concepts, drawing from foundational works in
machine learning and sociolinguistics (Barocas
et al., 2019; Bender et al., 2021b; Crawford,
2017; Mehrabi et al., 2021; Suresh and Guttag,
2021; Weidinger et al., 2022; Beukeboom and
Burgers, 2019; Craft et al., 2020; Loudermilk,
2015; Maass, 1999).

Gallegos et al. (2024) propose refined defini-
tions of “bias” and “fairness,” with a focus on
detaching these definitions from specific tech-
nical mechanisms, recognizing that language
itself is a medium that inherently carries cul-
tural and social values. This perspective aligns
with the understanding that social groups, al-
though often legally defined, are fundamen-

tally social constructs that can reinforce exist-
ing power dynamics and perpetuate discrimi-
nation.

2.1.1 Definitions and Taxonomy
We begin by establishing clear definitions for
terms critical to our discussion:

Social Group A social group represents a
segment of the population that shares cer-
tain identity traits, which can be inherent,
contextual, or socially constructed. Such
groups often include those recognized by anti-
discrimination laws—referred to as ”protected
groups” or ”protected classes”—which can in-
clude characteristics like age, ethnicity, disabil-
ity, gender identity, national origin, race, reli-
gion, sex, and sexual orientation.

Protected Attribute A protected attribute
is an identity trait that defines the member-
ship of individuals within a social group.
Recognizing the fluid and often contested

nature of these group delineations is essential,
as they can legitimize disparities, reinforce so-
cietal hierarchies, and have tangible, adverse
impacts on marginalized communities (Hanna
et al., 2020; Beukeboom and Burgers, 2019).

Social Bias Social bias refers to the uneven
treatment or outcomes across different social
groups, arising from deep-seated structural
and power asymmetries. This encompasses
both representational harms (e.g., stereotypes,
derogatory language) and allocational harms
(e.g., discrimination) that are often linked to
societal norms and the distribution of power.

3 Characterization of Social Biases
in Indian Context

In India, the societal fabric is intricately wo-
ven with deep-seated biases linked to dispar-
ities such as Caste, Religion, and Region,
which significantly impact the social dynam-
ics and interactions within the country. The
prevalence of caste-based discrimination re-
mains a critical issue, highlighted in historical
and contemporary academic analyses, such as
those by Ambedkar (2014) in ”Annihilation of
Caste”. These studies emphasize the persistent
inequalities that affect marginalized communi-
ties, including Dalits, Adivasis, and Denotified



Tribes, despite legal and social reforms aimed
at eradicating such discrimination.

Regional biases in India are also pro-
found, as certain stereotypes are commonly
associated with people from specific regions.
de Souza (1977) in ”Regional Stereotypes and
Identities in India” was among the first to
document the association of particular charac-
ter traits with regional identities. This work
has been expanded by recent studies such as
those by Bhatt et al. (2022) in ”Contextualiz-
ing Stereotypes and Bias in Indian Language
Models”, which demonstrate these stereotypes’
persistence in modern datasets and language
models like MuRIL and mBERT. Additional
research by Sahoo et al. (2023) in ”Prejudice
in Indian Language Models”, Rajadesingan
et al. (2019) in ”Smart, Responsible, and Up-
per Caste Only: Measuring Caste Attitudes
through Large-Scale Analysis of Matrimonial
Profiles”, and Haokip (2021) in ”Chinky, Trib-
als, and Terrorists: Understanding Racial Ep-
ithets in the Indian Context”, further detail
the specific biases faced by various subgroups
within Indian society.

Religious disparities are similarly pervasive,
with biases deeply rooted in the inter-religious
dynamics of the country. Research such as
Sabharwal and Sonalkar (2015) in ”Dalits
and Religious Conversions: Subjectivity and
the Socio-Political Context” and McDuie-Ra
(2012) in ”Northeast India: Addressing Stereo-
types and Fostering Understanding” highlights
the interplay between religion and caste, and
the regional nuances that influence these bi-
ases.

Global social disparities such as Gender,
Age, and Physical Appearance manifest with
unique characteristics in the Indian context.
While stereotypes such as ”Women can’t do
math” are globally prevalent, local narratives
provide a richer texture. For example, women
in traditional attire might be perceived differ-
ently across Indian states, illustrating how re-
gional and cultural settings influence the re-
ception and perpetuation of stereotypes:

S1: Women wearing traditional attire in
Rajasthan are seen as conservative.

S2: Women wearing traditional attire in
West Bengal are seen as cultural ambas-
sadors.
These examples highlight the complex inter-

play between global stereotypes and localized
cultural narratives, showing how the same at-
tribute can have varying interpretations based
on the regional context.
The integration of NLP technologies in sec-

tors like legal, medical, education, and media
in India necessitates a critical examination of
the biases these technologies may carry. It is
imperative that the research community devel-
ops and utilizes diverse, reliable, and context-
specific benchmark datasets designed to mea-
sure and mitigate model biases. Such efforts
are crucial for advancing the fairness of NLP
applications and ensuring that they serve all
sections of Indian society equitably, as under-
scored in ”Advancing AI Fairness in India” by
Pujari et al. (2020).

4 Bias Datasets
The exploration of bias in language models
(LMs) necessitates a comprehensive examina-
tion of the datasets used to detect, quantify,
and mitigate biases. This section reviews bias
datasets, categorizing them based on their lin-
guistic and cultural scopes as well as the types
of biases they address.

4.1 English and Western-Centric
Datasets

Much of the initial work in bias datasets has fo-
cused on English and is oriented toward West-
ern societal norms. Datasets such as Stere-
oset (Nadeem et al., 2021) and Crows-pairs
(Nangia et al., 2020a) have been instrumental
in identifying and quantifying biases. Stere-
oset evaluates a model’s propensity to choose
stereotypical over non-stereotypical responses,
offering insights into ingrained biases. Crows-
pairs, by contrast, employs pairs of minimally
differing sentences to highlight discriminatory
behaviors in LMs across various demograph-
ics. These datasets play a crucial role in un-
covering the extent of biases that emerge from
predominantly Western data sources.

4.2 Datasets Focusing on
Non-Western Contexts

As global awareness of AI’s impact increases,
the scope of bias research has expanded to
include diverse cultural and linguistic con-
texts. For instance, the French extension of
Crows-pairs (Névéol et al., 2022) adapts the



methodology to better fit French cultural nu-
ances, marking a significant step toward inclu-
sivity. Sahoo et al. (2024) introduce “Indib-
ias” dataset which includes Hindi extension of
Crows-pairs as well as Intersectional Bias mea-
surement benchmark. However, such efforts
remain limited, and comprehensive datasets
for many non-Western languages and regions,
especially those with complex socio-cultural
dynamics like India, are still lacking.

4.3 Indian Context-Specific Datasets
Recognizing India’s unique diversity, recent
initiatives have developed datasets that specif-
ically address biases pertinent to its socio-
cultural context. These efforts include frame-
works and datasets such as those proposed
by Sambasivan et al. (2021) and Bhatt et al.
(2022), which consider multiple axes of iden-
tity like caste, religion, and region. However,
there is a notable scarcity of datasets in re-
gional Indian languages, which indicates a gap
in the resources available to study and miti-
gate biases in India’s multilingual landscape.

4.4 Intersectional Bias Datasets
The complexity of human identities demands
datasets that can capture intersectional biases,
where multiple axes of identity intersect. Tan
and Celis (2019) have begun to address this
need by developing methodologies to study bi-
ases across multiple demographics simultane-
ously, such as race and gender. These datasets
are particularly important for understanding
the nuanced ways in which biases manifest
in AI systems but are still relatively underde-
veloped for regions with intricate social struc-
tures like India.

4.5 Emerging Trends and Challenges
The development of bias datasets is fraught
with challenges. Ensuring that these datasets
are representative of diverse populations and
remain relevant over time as societal norms
evolve is a daunting task. Additionally, as AI
technologies advance, the methods to detect
and mitigate biases must also evolve.

In summary, bias datasets are crucial tools
for understanding the biases embedded in LMs.
The progression of the field towards more in-
clusive and comprehensive datasets will play a
key role in ensuring that AI technologies are

equitable and fair across all user demographics.
Efforts to broaden the linguistic and cultural
inclusivity of these datasets are essential for
creating AI systems that are truly beneficial
to global societies.

5 Bias in NLP Tasks
Language models, by their very nature, are
deeply intertwined with social identity, power,
and the dynamics of societal structures. They
not only reflect but can also reinforce the cat-
egorizations and stereotypes embedded in lan-
guage, which can manifest through both overt
and subtle biases in various NLP tasks.

• Text Generation: Bias may manifest as
skewed associations within localized con-
texts or through broader narrative arcs,
affecting the representation of different so-
cial groups.

• Machine Translation: Translation
models might inadvertently favor certain
gender pronouns over others in gender-
neutral contexts, reflecting and poten-
tially reinforcing gender biases.

• Information Retrieval: Search al-
gorithms could prioritize content that
aligns with majority group perspectives,
marginalizing minority viewpoints.

• Question-Answering: Models might
rely on societal stereotypes when gener-
ating responses to ambiguous queries, po-
tentially perpetuating harmful biases.

• Natural Language Inference: Inferen-
tial models could draw inappropriate con-
clusions based on biased premises, further
entrenching stereotypes.

• Classification: Classification tasks, such
as sentiment analysis or toxicity detection,
might show differential treatment based
on dialects, language variations, or demo-
graphic indicators embedded within the
text.

These examples underscore the necessity of
a nuanced approach to fairness, one that com-
prehensively addresses the multifaceted ways
in which biases manifest in NLP. By refining
our understanding and definitions of bias and



fairness, we better equip the research commu-
nity to develop more equitable language tech-
nologies that respect and reflect the diversity
of human experience.

6 Bias Benchmarking
Here we discuss the types of datasets utilized
in the literature to evaluate bias and unfair-
ness in large language models (LLMs). Galle-
gos et al. (2024) provides a structured classi-
fication based on the nature and structure of
these datasets, aiming to guide the selection
of appropriate metrics for bias evaluation.

6.1 Counterfactual Inputs
Counterfactual datasets typically consist of
pairs or tuples of sentences designed to high-
light discrepancies in model predictions across
different social groups. These datasets em-
ploy a counterfactual approach where one vari-
able (usually the social group) is altered in a
sentence while keeping all other elements con-
stant to observe changes in the model’s out-
puts. This alteration could affect the proba-
bilities of predicted tokens or the content of
generated text, revealing potential biases.

6.1.1 Masked Tokens
Datasets in this category include sentences
with a placeholder that the model needs to
fill, often with options like gender-specific pro-
nouns or terms that reflect stereotypical or
counter-stereotypical attributes. These are
particularly suited for evaluating models us-
ing masked token probability-based metrics
or pseudo-log-likelihood metrics to assess the
likelihood of specific fill-in-the-blank responses.
They can also be used with accuracy metrics
when multiple-choice answers are provided.

For instance, coreference resolution tasks
often use such datasets. The Winograd
Schema Challenge, proposed by (Levesque
et al., 2012), and its derivatives like Winogen-
der (Rudinger et al., 2018) and WinoBias
(Zhao et al., 2018), are classic examples. These
schemas challenge a model to resolve pronouns
accurately in sentences that only differ by gen-
der or other social terms, thus providing a di-
rect measure of bias:

“The doctor informed the patient
that [MASK: she/he/they] would
need to adjust their diet.”

6.1.2 Unmasked Sentences
Unlike masked tokens datasets, unmasked sen-
tences datasets do not involve fill-in-the-blank
tasks but rather present complete sentences.
The model is tasked with evaluating which
sentence in a pair is more likely, which can
be especially revealing when the sentences dif-
fer only in terms of demographic terms. This
setup allows for the application of the same
metrics used for masked tokens, and also en-
ables comparisons using generated text-based
metrics.
A notable example is the Crowdsourced

Stereotype Pairs (CrowS-Pairs) dataset
by (Nangia et al., 2020b), which includes pairs
of sentences reflecting stereotypes versus a neu-
tral or counter-stereotypical counterpart, cov-
ering various dimensions such as race, gender,
and age.

6.2 Bias benchmarking Dataset Uses
Drawing from extensive discussions and analy-
ses in the literature, especially the critiques by
(Blodgett et al., 2021b), the following recom-
mendations for using bias evaluation datasets
are important depending on the use-case:
• Ensure that the datasets clearly define

and articulate the specific forms of bias
they aim to measure. It is crucial that
the datasets not only capture stereotypi-
cal expressions but also accurately reflect
the underlying power dynamics and soci-
etal contexts they are meant to represent.

• When selecting datasets, consider the cul-
tural and demographic contexts they are
designed for. Datasets developed within
specific national or cultural settings might
not be generalizable to other contexts,
thus limiting their applicability.

• Given the potential for datasets to exhibit
limitations in scope and depth, it is ad-
visable to use multiple datasets to cross-
validate findings and ensure a comprehen-
sive evaluation of bias across different di-
mensions and scenarios.

These recommendations are aimed at foster-
ing more accurate, reliable, and contextually
appropriate evaluations of bias in LLMs, facil-
itating the development of more fair AI sys-
tems.



7 Metrics for Bias Evaluation
Gallegos et al. (2024) proposes a structured
taxonomy for evaluating fairness in large lan-
guage models (LLMs). While recent surveys,
such as the one by Chang et al. (2023), have
reviewed evaluation techniques for LLMs, they
have not specifically addressed metrics for as-
sessing fairness and bias. Here, we explore var-
ious metrics, formalize them mathematically,
provide examples, and discuss the challenges
each faces. This categorization of fairness eval-
uation metrics helps us understand and cri-
tique their effectiveness and limitations.
The evaluation of biases in LLMs requires

consideration of multiple facets, each con-
tributing uniquely to the understanding and
measurement of bias:

• Task-Specific Metrics: Metrics and
the datasets used for bias measurement
are often tailored to specific NLP tasks
like text generation, classification, or
question-answering. These metrics are
designed to capture biases that manifest
uniquely across these varied tasks.

• Bias Type: The type of bias a metric can
measure largely depends on the dataset
employed.

• Data Structure (Input to Model):
Metrics also vary by the type of data
structure they assume. For example, sev-
eral metrics apply to datasets consisting
of sentence pairs, where one sentence is bi-
ased and the other is not, or is considered
less biased.

• Metric Input (Output from Model):
The input required by the metric—
whether it be embeddings, model-
generated probabilities, or the text
output—also defines its applicability and
effectiveness in measuring bias.

7.1 Taxonomy of Metrics Based on
What They Use

Bias evaluation metrics can be classified based
on the type of data they utilize from the LLMs,
such as embeddings, probabilities, or gener-
ated text. This classification helps in under-
standing which metrics are best suited for par-
ticular types of model outputs.

• Embedding-based metrics: These
metrics use the dense vector representa-
tions (embeddings) from models to mea-
sure bias. They are effective in capturing
biases that are encoded in the geometric
space of the embeddings.

• Probability-based metrics: These
metrics utilize the probabilities output by
models to estimate bias. This includes
comparing probabilities assigned to differ-
ent sociodemographic groups or assessing
changes in probabilities when the input is
perturbed.

• Generated text-based metrics: These
metrics analyze the text generated by
models to detect biases. They are use-
ful in models where the direct outputs are
texts, such as in dialogue systems or text
generators.

Each category of metrics has its strengths
and limitations, and their effectiveness can
vary based on the specific characteristics of the
bias being measured and the model being eval-
uated.

7.2 Embedding-Based Metrics
Embedding-based metrics typically measure
distances or angles between embeddings to
quantify bias. For instance, if embeddings
of words related to certain demographics are
closer to negative sentiment words, this could
indicate bias. These metrics are potent for ex-
ploring how representational biases are embed-
ded within the vector space of a model’s out-
puts.

7.3 Probability-Based Metrics
Probability-based metrics assess how likely a
model is to output certain responses based on
the input’s demographic characteristics. For
example, if changing a name in a sentence from
a typically male name to a female one changes
the model’s output probabilities significantly,
this might indicate gender bias.

7.4 Generated Text-Based Metrics
Metrics that analyze generated text look at
the content and structure of text outputs
from models to identify biases. These metrics



are particularly relevant for generative mod-
els like GPT-3, where the nuances of the gen-
erated text—such as the themes or entities
mentioned—can reveal underlying biases.

7.5 Challenges in Bias Evaluation
While the metrics described provide valuable
tools for bias evaluation, they also come with
limitations:

• Context Dependency: The effective-
ness of bias metrics can vary greatly de-
pending on the context in which they
are used, including the specific tasks,
datasets, and model architectures.

• Interpretability: Some metrics, espe-
cially those involving complex mathemat-
ical formulations, can be challenging to
interpret, making it difficult to translate
metric outcomes into actionable insights.

• Coverage: No single metric can capture
all forms of bias. It is often necessary to
use a combination of different metrics to
get a comprehensive view of biases in a
model.

The development and refinement of metrics
for evaluating bias in LLMs are critical for ad-
vancing fairness in AI. By understanding the
strengths and limitations of different metrics
and applying them thoughtfully, we can better
identify and mitigate biases in AI models, lead-
ing to more equitable and trustworthy systems.
The proposed taxonomy provides a structured
way to navigate the landscape of bias metrics,
helping researchers and practitioners select the
most appropriate tools for their specific needs.

8 Summary and Conclusions
This paper has systematically explored the
pervasive and multifaceted issue of bias in lan-
guage models (LMs) generative models, with
a significant focus on the cultural and lin-
guistic complexities within the Indian context.
Through a comprehensive review of existing
methodologies, benchmark datasets, and miti-
gation strategies, we have illuminated the crit-
ical need for inclusive and equitable AI prac-
tices that accommodate the rich diversity of
global societies.

Key takeaways include:

• Bias in LMs is deeply ingrained,
often reflecting and amplifying societal
stereotypes and prejudices that exist in
the training data. These biases are not
confined to any single region or language,
although there is a noticeable lack of
research and resources addressing non-
Western contexts.

• Existing benchmarks and metrics
for assessing bias, while useful, pre-
dominantly cater to English and West-
ern norms and fail to capture the unique
socio-cultural dynamics of other regions,
notably India. This oversight complicates
the task of effectively identifying and mit-
igating biases in such diverse settings.

• The impact of biased AI technolo-
gies is profound, influencing a wide range
of applications from automated text gen-
eration to dynamic image creation, and
extending to critical domains such as
healthcare, legal, and education sectors
where the stakes of perpetuating biases
are particularly high.

In conclusion, there is an urgent need for
several key actions to improve bias mitiga-
tion in AI. First, the development of robust,
context-aware benchmarks that are sensitive
to the linguistic and cultural intricacies of all
regions, including the Indian subcontinent, is
crucial. This requires crafting datasets and
metrics that respect and reflect the diversity
within these contexts. Second, it is essential
to advance mitigation strategies that address
not only the symptoms but also the root causes
of biases in AI models. This may involve revis-
ing model training practices, diversifying data
sources, and incorporating ethical considera-
tions into the development lifecycle of AI tech-
nologies. Third, promoting transparency and
accountability in AI development is vital to
ensure that AI systems are not only techni-
cally proficient but also socially and ethically
responsible.
As AI technologies continue to evolve, the

dialogue on bias mitigation must also progress,
expanding to include voices from diverse cul-
tural and professional backgrounds. By do-
ing so, we can harness the full potential of AI
to benefit society universally, ensuring that it



acts as a tool for social good, enhancing rather
than compromising fairness and inclusivity.

In moving forward, it is imperative for
the research community, industry stakehold-
ers, and policymakers to collaborate in foster-
ing an AI ecosystem that is as diverse as the
human experience it seeks to augment.
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