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Abstract
Neural Machine translation models are the best-
performing machine translation models. But
neural machine translation models are data hun-
gry, that is, they require huge amounts of par-
allel training corpus to produce good results.
Such huge amounts of the parallel corpus are
not available for many languages, including
many Indian languages. In order to overcome
this drawback, we use various pivoting tech-
niques. Pivoting techniques refer to using a
related pivot language for assisting the source
to target translation. Pivoting techniques can
be divided into two parts, transfer learning tech-
niques and data augmentation techniques. Mul-
tilingual neural machine translation models that
can translate between multiple languages and
share knowledge between languages can also
help tackle the problem of data scarcity. We
see that these pivoting techniques are effective
in utilizing the resources of the pivot language
and give good performance improvements in
machine translation models for low-resource
languages. In this survey paper, we discuss
the various pivoting techniques to utilize the re-
sources of a pivot language to assist the source-
target machine translation models.

1 Introduction

The performance of machine translation models has
improved rapidly with the help of neural architec-
tures (Dabre et al., 2020). Neural Machine Trans-
lation (NMT) models based on the Transformer
architecture (Vaswani et al., 2017a) have shown
impressive performance but it is only limited to
high-resource languages. This is because NMT
models are data hungry, i.e., they require large
amounts of parallel corpus for training. One way to
improve the performance of NMT models for low-
resource languages is to feed more parallel corpus
for training the model. But creating such a parallel
corpus is time-consuming and expensive.

Many low-resource languages have a related
high-resource language that can be used as an as-

sisting pivot language. The language relatedness
between the languages can be utilized to help low-
resource languages. Pivot-based transfer learning
and data augmentation techniques can be used to
utilize the resources of a pivot language to improve
the source-target NMT models. In this survey
paper, we discuss the work done in pivot-based
transfer learning and data augmentation techniques.
In pivot-based transfer learning techniques the
knowledge representations learned by the source-
pivot and pivot-target NMT models are utilized to
improve the performance of source-target NMT
model. Data augmentation techniques can be used
to generate more source-target synthetic data by
using the source-pivot and pivot-target parallel cor-
pus.

2 Motivation

India is a land of many languages. In the 8th sched-
ule of the Constitution of India, 23 languages were
recognized as official languages. As there are many
people in India speaking various languages, it be-
comes necessary to provide all the information such
as healthcare, legal and tourist information in var-
ious Indian languages. Educational materials are
primarily available in English, but many children
across India know only their mother tongue or re-
gional language. The New Education Policy of
Government of India advocated to provide edu-
cational material in regional languages. Manual
translation of different types of content from one
language to another has various challenges. Man-
ual translation relies on human bilingual translators
who are well versed with both the languages. Man-
ual translation is a time-consuming and costly task.
Manual translation of content from domains such
as healthcare and education requires translators to
have domain knowledge as well. Translation of
content with the help of computers, referred to as
machine translation, provides a promising solution
to challenges of manual translation. Machine trans-



lation is fast, cheap and works across domains.
Neural machine translation models are currently

the best performing machine translation models.
But a challenge with developing high quality NMT
models is that NMT models require a large parallel
corpus to provide good results. Therefore, there is
a need to come up with techniques to overcome the
problem of shortage of parallel corpus. Some tech-
niques are pivoting and multilinguality. In pivoting,
a related pivot language comes as an assisting lan-
guage to help the translation between source to
target.

3 Background

3.1 Rule Based Machine Translation

The task of machine translation is done through an
analysis-transfer-generation process. This process
can be visualized through the Vauquois triangle
(Bhattacharyya, 2015). In this process, we first
obtain the syntactic representations of the source
language sentence. Then we transfer to the target
language sentence. Then we convert the syntactic
structure to the target language sentence. In rule
based machine translation, all the three steps of the
process can be performed with predefined rules.

The analysis step makes use of rules of mor-
phological analysis, parsing and semantic genera-
tion. These rules are used to obtain the syntactic
representation of the input sentence. In the trans-
fer step, bilingual dictionaries are used to trans-
late the words in from the source language to the
words in the target language. In the generation
step, rules are used to perform syntactic reordering
of the words in the target language. This process
generates a sentence in the structure of the target
language sentences. The drawback with rule based
machine translation system is that, the process of
rule generation is time-consuming and requires do-
main knowledge. Also, the rules need to be created
separately for each language. Another problem
with rule based machine translation systems is that
it is unrealistic to cover all rules of the entire pro-
cess. The handling ambiguity with the rules is also
a very tough task. Because of all these drawbacks
of the rule based machine translation system, statis-
tical machine translation systems were introduced.

3.2 Statistical Machine Translation

Statistical machine translation involves using sta-
tistical methods to tackle the problem of machine
translation. Statistical machine translation became

popular in the early 2000s. This is because during
that time, the performance and adoption of com-
puters were improving at a rapid pace. With this
rapid adoption of computer, the amount of digitally
available text corpus also increased. This digitally
available text corpus could be used to implement
statistical methods using the computers. In sta-
tistical machine translation systems, the task of
translation is modelled by a conditional probabil-
ity distribution of finding the target sentence given
the source sentence. This can be further split into
two different models, the language model and a
translation model. The language model assigns a
probability to a sentence, which represents how
probable is that the sentence belongs to the given
language. The translation model gives a probabil-
ity that a word in source language translates to a
word in target language. The translation model
further models fertility and distortion. These lan-
guage model and translation models are given to
the decoder. The decoder of the statistical machine
translation system produces the target language
sentence based on the probability values obtained
from language model and translation model and
performing a search over the derived hypothesis.

Statistical machine translation models were able
to improve the performance over the rule based
systems by leveraging the statistical methods. But
the statistical machine translation systems are lim-
ited by the available training parallel corpus. Sta-
tistical machine translation systems require good
amount of parallel corpus to produce good trans-
lation model and language model. Also, a good
amount of parallel corpus is required to model
as many words of a language as possible, or else
many words in the language will be unseen by the
model. Statistical machine translation models work
on word translation probabilities, but for many lan-
guage pairs, translation happens between phrases.
In order to overcome this drawback, phrase based
statistical machine translation models were intro-
duced.

3.3 Neural Machine Translation

Deep neural networks were able to solve a lot of
problems with very good performance. With the
growing power of deep neural networks, they were
used to tackle the task of machine translation. As
the task of machine translation is a sequence to se-
quence learning task where the length of the input
sequence and output sequence can vary, a variant



Figure 1: Vauquois triangle

of deep neural networks called recurrent neural
networks were used to implement neural machine
translation models. Recurrent neural networks are
able to model the sequential nature of the data. Re-
current neural network based machine translation
models are encoder decoder based models, where
an encoder encodes the source sentence and the
decoder decodes the output. Recurrent neural net-
works suffered from the problem of squeezing all
the context of the input sentence into a single fixed
length vector.

This bottleneck problem of recurrent neural net-
works was solved with the help of an attention
mechanism. In the attention mechanism, the de-
coder performs a soft search over the input se-
quence or attends the input sequence while pro-
ducing output at each time step. The decoder gives
attention to the proper subset of input sequence re-
quired to produce the output at the current time
step. Recurrent neural networks with attention
mechanism improve the performance over normal
recurrent neural networks. Transformer (Vaswani
et al., 2017b) architecture introduced for neural
machine translation was based on only attention
mechanism. Transformer overcame the sequential
processing nature of the recurrent neural networks
and achieved state-of-the-art results for neural ma-
chine translation for various language pairs.

3.4 Pivoting

Pivoting refers to the set of techniques in which a
pivot language is used to assist the task of trans-
lation between source to target language. The re-
sources of the pivot language are used to improve
the performance of source to target machine trans-

lation model. The pivoting techniques are based on
transfer learning and data augmentation. In transfer
learning, the representations learned in the source
to pivot model and pivot to target model are used to
improve the performance of source to target. These
models have already learned some language knowl-
edge, and this knowledge can be utilized by the
source to target model. In the data augmentation
based techniques, the pivot to source and pivot to
target models are used to convert the pivot to target
and pivot to source parallel data. This gives source
to target augmented parallel data. This augmented
parallel corpus is added to the original parallel cor-
pus, and the model is trained on this combined
dataset. This augmented parallel corpus provides
additional data for training the machine translation
model.

3.5 Multilingual Neural Machine Translation

In a Multilingual neural machine translation model,
a single model is trained to translate between mul-
tiple language pairs. Multilingual neural machine
translation models have the advantage of being easy
to train and deploy. And as a single multilingual
neural machine translation model can translate be-
tween multiple language pairs, there is no need
for training and storing multiple bilingual machine
translation models. And as the parameters between
all the languages are shared, the knowledge learned
while training for one language pair helps the task
of translation between other language pairs. This
especially helps low resource language pairs which
do not have much parallel data. As the represen-
tations learned from the data of high resource lan-
guages is shared for the low resource languages as



well.

3.6 Machine Translation Evaluation
3.6.1 Human Evaluation
Human Evaluation of machine translation output is
performed by a human evaluator who has knowl-
edge of both the source and target language. The
human evaluator gives a score to each translated
output based on a predefined factor. The scoring
methodology can have a single score or multiple
scores based on predefined factors. Human evalua-
tion is a costly and time-consuming process. Hu-
man Evaluation also requires recruiting human eval-
uators who have expertise in both the source and
target language involved. However, human eval-
uation provides a high quality evaluation of the
machine translation output. The popular scoring
methodology to score machine translation output
consists of scoring based on Adequacy and Fluency.
Adequacy The adequacy of a translation refers to
how well the information or meaning in the source
sentence is translated into the target sentence. Ade-
quacy is an important metric for evaluating transla-
tions because it is essential that the proper meaning
of the source sentence appears in the target sen-
tence. An adequacy score is given manually by
an evaluator based on if the meaning of the source
sentence is translated to the target sentence prop-
erly or not. Fluency The fluency of a sentence
refers to how well-formed the sentence is in that
particular language. A highly fluent sentence is
one which will be produced by a native speaker of
the language. The fluency of a translated sentence
is scored by a human evaluator by looking only at
the target sentence. Fluency of a sentence depends
on the choice of words and the word order in the
sentence.

3.6.2 Automatic Evaluation
BLEU BLEU which stands for Bilingual Evalua-
tion Understudy (Papineni et al., 2002) is an evalu-
ation metric used to evaluate the translations pro-
duced by machine translation systems. A BLEU
score is computed between the hypothesis sen-
tences generated by the machine translation system
and the reference sentence generated by a human
translator. The BLEU score measures the closeness
between the hypothesis and the reference sentence.
The BLEU score makes use of modified n-gram
precision. In modified n-gram precision, we clip
the count of a candidate word by the count of the
word in the reference sentence. The BLEU score

is computed by taking the weighted sum of the
n-gram precision. BLEU score also has a brevity
penalty factor which is used to penalize the longer
length hypothesis sentences.

BP = { 1 ifc > re(1−r/c)ifc ≤ r (1)

BLEU = BP.exp(
N∑

n=1

wnlogpn) (2)

Subword BLEU Subword BLEU is a variant of
BLEU score in which the BLEU score is computed
on sentences of subwords rather than sentences of
words. Subword BLEU is especially useful for
evaluating morphologically rich languages like In-
dian languages. Subword BLEU is computed by
first converting the words in hypothesis and refer-
ence sentences by using subwordization techniques
like BPE. Then BLEU score is computed on the
sentences of subwords.

4 Dataset

4.1 Samanantar Dataset

The Samanantar (Ramesh et al., 2022) corpus
is a parallel corpus dataset for Indian languages.
The Samanantar corpus contains parallel corpus
between English and 10 Indian languages. The
Samanantar corpus has 2 parts. The first part is
combination of all the parallel corpora available on
the internet for all the language pairs. The second
part consists of a parallel corpus obtained by pick-
ing parallel sentences from a comparable corpus.

4.2 Anuvaad Parallel Corpus

The Anuvaad Parallel corpus is developed as a part
of the Anuvaad Project. The Anuvaad parallel cor-
pus contains parallel corpus between English and
11 Indian languages. The Anuvaad parallel cor-
pus consists of sentences from various domains.
The Anuvaad parallel corpus for English-Marathi
contains 23 lac parallel sentences.

4.3 Low Resource MT Workshop Dataset

The Low Resource MT Workshop (Ojha et al.,
2020) conducts shared tasks based on machine
translation tasks for low resource language pairs.
The 2021 edition of the low resource MT workshop
had an English-Marathi task. The task provided an
English-Marathi parallel corpus on the Covid-19
domain. The parallel corpus consists of 18,000
English-Marathi parallel sentences.



Figure 2: Number of parallel sentences in Samanantar parallel corpus

4.4 OPUS parallel corpus

For low resource languages such as Nepali,
Konkani and Sinhala we used the OPUS (Tiede-
mann, 2012) corpora for training the NMT models.
We used parallel corpora such as GNOME, KDE,
Ubuntu, Ted (Reimers and Gurevych, 2020) and
Bible from the Opus website.

Language Pair Number of Sentence Pairs
English-Nepali 151K
English-Hindi 8.5M
Hindi-Nepali 379K
English-Konkani 46K
English-Marathi 3.3M
Marathi-Konkani 46K
Hindi-Konkani 46K
Hindi-Marathi 1.9M
Sinhala-English 641K
Sinhala-Tamil 363K
Tamil-English 5.1M

Table 1: Dataset Statistics

5 Pivoting in Statistical Machine
Translation

A naive approach to pivoting is to translate the
source sentence to a pivot sentence using a source-
pivot machine translation system and then pass this
pivot sentence through a pivot-target machine trans-
lation system to generate the final target language
sentence (De Gispert and Marino, 2006). Utiyama
and Isahara (2007) improved this approach by gen-
erating multiple pivot sentences which are then
separately passed through the pivot-target ma-
chine translation system to produce multiple target

sentences and the target sentence with the high-
est score is picked as the final translation. The
use of pivoting techniques were initially done in
phrase based statistical machine translation systems
(Dabre et al., 2015). Phrase based statistical ma-
chine translation systems make use of phrase tables,
which consists of phrase translation probabilities.
These phrase tables are generated from parallel cor-
pus. If the amount of parallel corpus is small, then
the phrase tables will not be of high quality, and
they also may not contain many phrase pairs. In
such cases a pivot language can be used to gener-
ate source-pivot and pivot-target phrase tables and
then phrase table triangulation can be performed to
create a pivot based phrase table. Then we can com-
bine the direct phrase table and pivot based phrase
tables using various techniques. The phrase tables
generated using this technique also contains phrase
pairs which are not present in the direct phrase ta-
ble. Also, the phrase table generated using this
technique gives good performance improvement
compared to the direct phrase table.

The source to pivot and pivot to target phrase ta-
bles are generated using the source-pivot and pivot-
target parallel data. The phrase table contains 4
values, the forward and inverse phrase translation
probabilities and the forward and inverse lexical
translation probabilities. In order to obtain the
source-target pivot based phrase table, phrase table
triangulation is performed over the source-pivot
and pivot-target phrase tables to obtain the values.

θ(f |e) =
∑
pi

θ(f |pi) ∗ θ(pi|e) (3)

θ(e|f) =
∑
pi

θ(e|pi) ∗ θ(pi|f) (4)



Pw(f |e, a) =
∑
pi

Pw(f |pi, a1)∗Pw(pi|e, a2) (5)

Pw(e|f, a) =
∑
pi

Pw(e|pi, a2)∗Pw(pi|f, a1) (6)

Once the direct phrase table and the pivot based
phrase tables are obtained, then the next step is to
combine these phrase tables. The phrase tables can
be combined using various techniques. Some tech-
niques are linear interpolation, fillup interpolation
and multiple decoding paths. In linear interpolation
technique, the probability values of the phrases in
the source-target phrase table is obtained by taking
a weighted sum of the values from direct phrase
table and the pivot based phrase table.

θ(f |e) = α0∗θdirect(f |e)+
∑
li

αli∗θli(f |e) (7)

In the fillup interpolation technique, the probability
values are not modified. But we add new phrase
pairs from the pivot based phrase table if the phrase
pair is not already present in the direct phrase table.
Because of this we get additional phrase pairs we
could not be obtained from direct phrase tables. In
the multiple decoding paths technique, the phrase
tables are not combined beforehand. But during the
decoding time, multiple phrase tables are used to
perform the decoding. In this technique, the phrase
tables are kept separate.

6 Pivoting in Neural Machine Translation

Zoph et al. (2016) first trained a parent model on
a high-resource language which is then used to
initialize the parameters of a child model which
is finetuned on a low-resource language. Kim
et al. (2019) proposed pivot-language-based trans-
fer learning techniques for NMT in which the en-
coder and decoder of source-pivot and pivot-target
NMT models are used to initialize the source-target
model. Ko et al. (2021a) exploited the linguis-
tic overlap between related languages to adapt
NMT models of high-resource languages for low-
resource languages through techniques like denois-
ing autoencoding, back-translation, and adversarial
objectives.

6.1 Pivot based Transfer Learning for Neural
Machine Translation

In machine learning, transfer learning refers to uti-
lizing the knowledge gained for performing one

task for some other task. This is done by using the
machine learning model trained to perform one task
as initialization for performing some other task. In
neural machine translation, transfer learning can be
performed by using the source to pivot and pivot
to target models. The parameters of these models
can be used to initialize the source to target mod-
els in various ways. Also, the process in which
these models are trained, and the parameters are
initialized can also be performed in various ways.

One way to initialize the parameters of the
source to target model is to initialize the encoder
of the source to target model with the encoder of
the source to pivot model and the decoder of the
source to target model with the decoder of the pivot
to target model (Kim et al., 2019). This type of
initialization is performed because the encoder of
the source to pivot model has learned representa-
tions or knowledge for the source language, and
that is why it can be used to initialize the encoder of
the source to target model. Similarly, the decoder
of the pivot to target model has learned the repre-
sentations for the target model and can be used to
initialize the decoder of the source to target model.
Once the encoder and decoder of the source to tar-
get model are initialized, the model is trained on
source-target parallel data.

A problem with the first approach is that the
encoder in the source to pivot model is trained to
produce outputs for the pivot decoder and not the
target decoder. And the decoder of the pivot to
target model is trained on the outputs of the pivot
encoder and not the source encoder. In order to
overcome this drawback, a step wise pretraining
strategy is followed to train the models. In the first
step, a source to pivot model is trained on source-
pivot parallel data. In the next step, the encoder
of the source to pivot model is used to initialize
the encoder of the pivot to target model. Now the
pivot to target model is trained on the pivot to target
data, but the encoder is frozen. This means that the
parameters of the encoder are not updated. This
retains the source language representations in the
encoder learned in the first step. This also prevents
the encoder from adapting to the pivot language.
Now the encoder is producing representations from
the source encoder which is used by the target de-
coder. In this way, the drawback of first transfer
learning approach is mitigated. In the next step, the
encoder and decoder of the model from the second
step is used to initialize the encoder and decoder of



Figure 3: Pivoting in SMT results: Japanese-Hindi

Figure 4: Plain Transfer Learning

source to target model. The source to target model
is then trained on source to target parallel data.

6.2 Adapting High Resource NMT models for
Low Resource Languages

Many low resource languages are related to a high
resource language. For Indian languages, many
are related to Hindi. Hindi is a relatively high
resource language. A neural machine translation
system for low resource languages can be created
by adapting a high resource language neural ma-
chine translation model (Ko et al., 2021b). There
are various techniques in which a high resource
language model can be adapted to a related low
resource language.

We can consider the task of translating from En-
glish to low resource language. In the first step,
we train an English to high resource language pair.
The second step is called as denoising auto encod-
ing. In this step we noise the sentence and the task
of the model is to predict the original sentence. The
noising can be performed by shuffling the words in
a sentence in such a way that no word is shuffled
3 positions from its original position and masking

the words in a sentence with a certain probability.
The denoising auto encoding is performed for high
resource and low resource language sentences.

The next step is backtranslation to generate aug-
mented data. In backtranslation we train a reverse
model from language B to language A, and then
we translate the monolingual data of language B
to language A using this model. After doing this,
we obtain the augmented parallel data between lan-
guage A and language B. In this step, backtrans-
lation is performed in an iterative manner to start
from a high resource language to English model.
The monolingual low resource language data is
passed to the high resource language to English
model and translated to English. After this, we get
the low resource language to English augmented
data. We use this low resource language to English
data to train the reverse high resource language to
English model further. In the next iteration, we
again translate the monolingual low resource lan-
guage data to English. But in the second iteration,
the model is trained on some low resource language
to English augmented data. Then we again train
the model further on this new data. This process



Figure 5: Stepwise Transfer Learning

Figure 6: Pivot based Transfer Learning Results: Japanese-Hindi

can be performed for k iterations.
In the next step, we try to make the representa-

tions of the model language agnostic. This needs
to be done so that the model produces language ag-
nostic representations. This helps the model adapt
from high resource language to low resource lan-
guage, as the encoder output will not have any lan-
guage specific information. In order to achieve this,
the encoder is trained using a discriminator. We
use two discriminators for this step. The first dis-
criminator is trained to discriminate between low
resource and high resource language. The second
discriminator is trained to discriminate between
English and all other languages.

6.3 Transformer Cross Attention Fine Tuning

A simple way of applying transfer learning in neu-
ral machine translation is to first train a source to
pivot neural machine translation model. Now the
target-side of the model is changed from pivot lan-
guage to target language. But the problem with
this approach is that when the model is trained on

source-target data, the knowledge learned during
the source-pivot translation task is overwritten or
forgotten. This is not ideal because the represen-
tations learned from the source to pivot machine
translation model which is a high resource model
can help the source to target model. In order to over-
come this problem, we can freeze some parameters
of the model while training on the source-target
parallel data.

One of the study analyzes the importance of the
cross attention layer in the Transformer architec-
ture and studies how parameter efficient finetuning
can be performed (Gheini et al., 2021). In the first
experiment, the source to pivot model is used to
initialize the source to target model. Then all the
parameters of the model are frozen except for the
source and target embeddings. This experiment is
performed to see the performance of the model after
finetuning only the embeddings layer against train-
ing the entire model from scratch. In the second
experiment, the source to target model is initialized
from the source to pivot model and all the param-



Figure 7: Adapting English to HRL model for English to LRL

Figure 8: Results of Adapting HRL models to LRL models

eters of the model are frozen except for the cross
attention layer and embeddings layer. This experi-
ment is performed to the performance of finetuning
the cross attention layer against finetuning only
the embeddings layer and training the entire model
from scratch. In the third experiment, the source
to pivot model is used to initialize the source to
target model, but the cross attention layer is not ini-
tialized. While finetuning only the cross attention
layer and embeddings layer is trained and rest of
the layers are frozen. This experiment is performed
to check the importance of using pretrained cross
attention layer from the source to pivot model.

The results of the experiment show that, finetun-
ing the embeddings layer, the cross attention layer
and finetuning the entire model improves perfor-
mance over training the model from scratch. Fine-
tuning the cross attention layer along with the em-
beddings layer improves the performance over just
finetuning the embeddings layer. Also, the perfor-
mance of finetuning the cross attention layer comes
close to finetuning the entire model. Finetuning

the randomly initialized cross attention layer gives
poor performance as compared to finetuning the
initialized cross attention layer. This experiment
shows the importance of the knowledge learned in
the cross attention layer during the source to pivot
task while finetuning for the source to target task.

6.4 Data Augmentation

Sennrich et al. (2016) proposed the backtranslation
technique in which the synthetic data is created by
translating monolingual data. Sen et al. (2021)
proposed the phrase pair injection technique in
which source-target phrase pairs generated from
the source-target parallel corpus using SMT are
augmented with source-target parallel corpus. The
bad-quality phrase pairs can be filtered out using
Labse-based (Feng et al., 2022) filtering techniques
(Batheja and Bhattacharyya, 2022). The pivot sen-
tences of the source-pivot parallel data can be trans-
lated to the target language using a pivot-target
NMT model to generate synthetic source-target
parallel corpus (Xia et al., 2019).



Figure 9: Cross attention finetuning

Figure 10: Results of Cross Attention Finetuning

In pivot language based data augmentation tech-
niques, the parallel corpus containing the pivot lan-
guage is converted to source or target language.
In the first step, we train a pivot to target and a
pivot to source model using the pivot-target and
pivot-source parallel corpus. Then the pivot side
of the pivot-source parallel corpus is translated to
the target language using the pivot to target model.
And the pivot side of the pivot-target parallel cor-
pus is translated to source language using the pivot
to source model. This generates source-target aug-
mented parallel corpus. This augmented corpus
is added to the training corpus and the model is
trained on this combined dataset.

The advantage with this technique is that as the
pivot language is a high resource language, the
pivot to source and pivot to target are high quality
machine translation system. Hence, the translated
data is of decent quality. This decent quality data is
suitable for training a machine translation system.

7 Multilingual Neural Machine
Translation

Multilingual Neural Machine Translation models
(Johnson et al., 2017) are models that can trans-
late from a single language to multiple languages,
multiple languages to a single language or multi-

ple languages to multiple languages. Multilingual
neural machine translation models can be imple-
mented in various ways with the encoder-decoder
based Transformer architecture.

7.1 One to Many

One to Many multilingual neural machine transla-
tion model is a model that can translate from one
source language to multiple target languages. One
to Many multilingual neural machine translation
model can be implemented in multiple ways. One
way is to have a single encoder for the source lan-
guage and multiple decoders for each target side
language. The disadvantage with this architecture
is that there is no sharing of knowledge between
the target side languages. In order to overcome
this drawback, we can have a single encoder and a
single shared decoder for all target side languages.
As all the target side languages are sharing all the
decoder parameters, there is sharing of knowledge
between all the target side languages.

One of the challenges with implementing a mul-
tilingual neural machine translation model with a
single encoder and a single shared decoder is that
when training the model on a parallel corpus, then
the model does not know to which language should
the source language sentence be translated. Dur-



ing inference, we also need a method to specify
the model to produce a particular required target
language sentence. One way to do this is to make
of language tokens. Language tokens are special
tokens corresponding to each language added to
the vocabulary. During training, the source lan-
guage sentences are prepended with the language
token of the target side language. This specifies
the model, the language of target side reference
sentence. During inference time, the input source
sentence is prepended with the token of the re-
quired target language. Then the model produces
the output translation in the corresponding target
language. In this way, we can specify the target
language to which the model should translate to
during training and inference.

7.2 Many to One
Many to one neural machine translation model is a
neural machine translation model that can translate
from multiple languages to a single language. One
way to implement a many to one multilingual neu-
ral machine translation model is to have a separate
encoder for each source side language and a single
decoder. But the disadvantage with this architec-
ture is that there is no sharing of knowledge on the
source side. The encoders of the model are trained
in isolation. In order to overcome this disadvan-
tage, we can have a single shared encoder for all
source languages and a single decoder for the target
side language. The advantage with this architec-
ture is that now the source languages share all the
parameters between them. This enables sharing of
knowledge between all the source side languages.

In one to many multilingual neural machine
translation model, a language token was used to
specify to which target language the model should
translate. This was done to specify the model to
which target language the reference sentence be-
longs. But in many to one multilingual neural ma-
chine translation model there is only a single target
side language, so there is no need to specify to
which language the model should translate. The
model translates the source language to the single
target language. A source side language token can
also be prepended to the source language to spec-
ify to the encoder which source language the input
sentence belongs.

7.3 Many to Many
Many to many neural machine translation model is
a neural machine translation model that can trans-

late from multiple source languages to multiple
target languages. If we want to use bilingual trans-
lation models to translate from ’n’ languages to ’n’
languages, then we will require ’n∗(n−1)’. This is
a huge number of models and grows quadratically
with the increase in number of languages. A single
multilingual neural machine translation model can
replace these ’n ∗ (n − 1)’ with a single model.
This reduces the number of neural machine trans-
lation models to be trained drastically. This also
provides huge benefits to training and deploying
the machine translation model.

A multilingual neural machine translation model
can be implemented by using a single shared en-
coder for all source languages and a single shared
decoder for all target languages. This sharing of
parameters enables sharing of knowledge on the
encoder side as well as decoder side. So, the rep-
resentations learned for one language are utilized
for all other languages. This sharing of knowledge
especially helps low resource language pairs. As
low resource language pairs have low amount of
parallel data, the model is not able to learn much
from the limited available data. In multilingual neu-
ral machine translation model, the representations
learned while training for high resource language
pair can be utilized while training for the low re-
source language pair. In this way, multilingual
neural machine translation model improves the per-
formance for low resource language pairs.

In many to many multilingual neural machine
translation, we have multiple languages at the
source side and multiple languages at the target
side. So during training, we need to specify to
the model to which target language the reference
sentence belongs. And at inference time, we need
to specify to the model to which target language
the source language sentence should be translated.
This can be done with language tokens. In many to
many multilingual neural machine translation mod-
els, language tokens can be used in two ways. In the
first technique, we prepend each source language
sentence with the language token of the target lan-
guage. And during inference, the language token
of the target language to which the source sentence
should be translated to is prepended to the source
language sentence. This specifies the model to
which target language the source language sentence
should be translated. In the second technique, we
prepend the source language token to all the source
language sentences. This specifies the model to



which source language the sentence belongs. And
during decoding the target sentence, the first token
given to the decoder is the language token of the
target language sentence. So after the model has
encoded the source language sentence when the
model starts decoding, the first token given to the
decoder that is the language token specifies to the
model to which target language the sentence should
be translated. Then the model starts decoding in the
corresponding target language. In this way, many
to many multilingual neural machine translation
model can be implemented.

8 Summary

In this survey paper, we first discussed the various
paradigms of machine translation. Then we dis-
cussed in detail the statistical machine translation
systems. Then we discussed the various neural ma-
chine translation systems. Then we discussed in
detail the various pivoting techniques in machine
translation. We first looked at how pivoting can be
applied in statistical machine translation systems.
Then we discussed in detail the various pivoting
techniques in neural machine translation systems.
Finally, we discussed in detail the multilingual neu-
ral machine translation systems.

9 Conclusion

In this survey paper, we looked at how the neural
machine translation models give the best perfor-
mance for machine translation models. We saw
that neural machine translation models require a
huge amount of parallel corpus to train good neu-
ral machine translation systems. We saw that not
many languages have such huge amounts of par-
allel corpus. Thus, there is a need to use pivot-
ing techniques to utilize the resources of high-
resource language pairs for translation between
low-resource language pairs. We looked at how piv-
oting techniques can help improve the performance
of machine translation systems for low-resource
languages. We can also conclude that multilingual
neural machine translation models can also utilize
the knowledge learned for one language pair for
other language pairs.

10 Future Work

The short term research direction is to use multiple
pivot languages for assisting the task of translation
from source to target languages. The resources of
these multiple pivot languages can be used while

implementing the source-to-target machine trans-
lation systems. The midterm research direction is
to combine multiple pivoting techniques. Multiple
experiments can be performed combining multiple
pivoting techniques and finding the best combi-
nation of techniques that give the best performing
model. The long term research direction is to tackle
the problem of catastrophic forgetting in transfer
learning. This problem can be tackled by making
changes to the underlying neural machine transla-
tion models and modifying the learning strategies.
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