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Abstract

Fake news and half-truths have existed even
before the digital era. However, with the rapid
rise in internet usage, social media users, news
channels, and digital platforms, the spread of
fake news and half-truths has become faster.
Fake news can be entirely false, while half-
truths are partially true or manipulated to mis-
represent the truth. Spreading fake news is the
easiest way to gain viewership, engage with
users, and advertise digitally. The dissemina-
tion of fake news and half-truths carries several
downsides as it can disrupt social and economic
harmony. This paper presents a comprehensive
survey of the past works and datasets that exist
in the domain of fact-checking, fake news, and
half-truth. This paper serves as a roadmap to
explore past works and to further build upon
them.

1 Introduction

The dissemination of disinformation, especially in
the form of half-truths, can have significant and
negative implications as it has the potential to dis-
rupt social and economic harmony (Allcott and
Gentzkow, 2017; Su et al., 2020). A recent example
of this was seen during the Covid-19 vaccination
drive, where the spread of disinformation led to
widespread fear and skepticism among the public
regarding the efficacy and safety of the vaccine (He
et al., 2021; Shahi and Nandini, 2020).

Our work tackles half-truths by utilizing the
LIAR-PLUS dataset (Alhindi et al., 2018) for half-
truth detection. There are many forms of half-truth
such as deception, exaggeration, propaganda, and
intentionally hidden facts, etc. In this work, we
only deal with half-truths related to deception and
intentionally hidden facts. Our approach not only
detects half-truths but also aims to debunk the claim
by editing and transforming it into a truthful state-
ment. ‘Claim’, as coined by (Toulmin, 2003), is ‘an
assertion that deserves our attention’. In our study,

a claim is defined as a textual statement that can
be made by individuals, news websites, political
parties, and other sources.

To combat fake news and half-true news, we
must detect them faster. Traditionally, fact-
checking is done manually. It is time-consuming.
The fact-checkers take a lot of time to find the
evidence and validate it. Evidence extraction is
necessary to automate the process of evidence col-
lection and collect it faster. In our work, we use
real-time evidence extraction using Google news
scraper.

The main intention of people who spread fake
news is to gain attention to boost the number of
hits on their websites increase their views and so
on. The downside of spreading fake news is a lot of
people get surprised and excited by the news that
is being circulated, and people tend to circulate the
same news or share content with other people in
many WhatsApp groups or social media accounts
or on Twitter by retweeting. When this news be-
comes viral, the spread of fake news is faster than
ever. Hence, it is very important to keep a check
on the spread of fake news and to debunk this fake
news at a very early stage so that less fake news
can be circulated further and fake news that has
been circulated can be countered with the spread
of the debunked true news.

This research is a significant advancement in
the field of natural language processing (NLP) and
has the potential to contribute to fact-checking and
computational journalism, ultimately helping to
prevent people from falling prey to disinformation.

1.1 Motivation

The spread of disinformation on digital platforms
has become a common tactic to attract more view-
ership. However, traditional fact-checking meth-
ods rely on human fact-checkers and can be time-
consuming (Hassan et al., 2015), which limits their
effectiveness in responding to the constant stream



of disinformation. This is where automated fact-
checking (Guo et al., 2022) and disinformation
debunking systems become crucial, as they can
quickly detect (Monti et al., 2019) and respond to
disinformation in real-time, which can help limit
its reach (Cohen et al., 2011). Claim editing is an
important step in debunking since we can convert
fake news and half-true news into real news using
the evidence we collected. The edited claims can
then be used to counter fake news and half-true
news by publishing an article with the edited claim
as the headline.

1.2 Problem Definition

The main is to detect fake news and half-truth faster
and debunk them. In our work, we have imple-
mented a disinformation detection model to detect
disinformation. Given a claim C and the corre-
sponding evidence E as input, the disinformation
detection model predicts whether the given claim
is true or half-true, or false. It is a three-class clas-
sification problem.
In addition to that, we have implemented a claim
editing model to edit half-true and false claims.
Given a half-true or false claim C and the corre-
sponding evidence E as input, our claim editing
pipeline uses the evidence to edit the half-true or
false claim and tries to generate an edited true claim
C∗ with control over editing the selected parts of
input claim. The overall task is depicted in Figure
??.

2 Background and Terminology

In this section, we shall cover the background, ter-
minology, and definitions of the important concepts
in this research.

2.1 Fake News

Fake news is generally false or misleading infor-
mation that is presented as if it is true news. Fake
news has no basis and in fact, it is presented as
being accurate by many fake news websites, and
often it is found in social media.

2.1.1 Examples

Example 1: Ravindra Jadeja is out of the Chennai
Super Kings team from the 2023 IPL.

The above news is completely fake till the date
this report is written. This is just false propaganda.
This is published just to grab the attention of the

users and increase the views of those fake articles.

Example 2: India’s national anthem is recog-
nized as the best national anthem of the world by
the United Nations.

The above news is completely fake till the date
this report is written. This was trending in social
media in early 2010. This is just false propaganda.
This news grabbed a lot of attention and many peo-
ple shared this news across various platforms. Later
this news was found to be false.

2.2 Half-truth

A half-truth is a statement that is partially true but
intentionally omits important details that would sig-
nificantly alter its meaning. This type of statement
is deceptive as it can lead to misunderstandings or
false impressions. Even if a statement is technically
true, it cannot be considered entirely truthful if it
excludes crucial information. Half-truths are lies
of omission.

2.2.1 Examples
Here are a few examples of half-true statements.

Example 1:Electronic gadgets mandatory for
e-census in 2023.

The above news is half-true since it is partly
true and uses deception. It is hiding the important
information that the gadgets will be made available
by government officials and the public need not
own them. This information is extremely important,
else it might confuse the end-user who is reading
this news.

Example 2: I have never purchased a train ticket
in my life to travel.

The above statement might be completely true
but doesn’t convey complete information and is
misleading. What if this person has never traveled
on a train? In that case, there is no need to buy a
train ticket. Show the important information that
the person has never traveled on a train is being
hidden and it is conveyed in a negative sense that
this person has traveled in a train without purchas-
ing a ticket. Hence the statement even though is



entirely true is also considered a half-truth because
it doesn’t convey the complete information.

Example 3: People in Cuba are stinging them-
selves with blue Scorpions.1

People in Cuba use an antidote to boost immu-
nity. This antidote is made from the poison of blue
Scorpions. But the above statement conveys that
the people are directly bitten by Scorpions which
is an exaggeration of the original situation. Hence
this is also considered a half-truth.

Example 4: Aswattama Hathaha! (Kunjaraha)

The above example is from Mahabharatha. Yud-
hishthira, the elder brother of the Pandavas was
forced to lie that Ashwattama, son of Dronacharya,
is dead. But Yudhishthira being the follower
of Dharma never lied. So, he said Aswattama
Hathaha, loudly and Kunjaraha (an elephant)
slowly. Here he made a deceptive statement, which
is half-true.

2.3 Fact-checking pipeline

A fact-checking pipeline typically consists of the
following stages. Please refer to figure 1 to have an
idea about the different stages of the fact-checking
pipeline.

2.3.1 Claim Detection
The claim detection stage filters all the check-
worthy claims, since only claims that are worth
checking need to be verified. For simplicity, we
have assumed all the claims in the LIAR-PLUS
dataset are check-worthy.

2.3.2 Evidence Extraction
The evidence extraction stage extracts evidence for
each claim from a trustworthy source. In our case,
we used justifications extracted from the Politi-
Fact website for verification of claims of the LIAR-
PLUS dataset. Later, we developed a real-time
evidence extractor using a Google News scraper.

2.3.3 Claim verification
The claims and corresponding evidence were later
validated. This stage is called claim verification.

1https://www.reuters.com/article/
us-health-cancer-cuba-scorpion-idUSKBN1OD2GH

At this stage, we verify the claim based on the
evidence we extracted and produce a verdict with a
justification for the verdict.

• Verdict prediction: Verdict prediction is the
stage where we predict the veracity of the
claim. Veracity is the degree of truthfulness.
We have used a BERT-based model for verac-
ity prediction.

• Justification production: Just producing the
veracity label is not sufficient. Hence we also
produced an explanation for the predicted ve-
racity label in the form of supports or counters.
We have used an NLI model for justification
production which uses the idea of textual en-
tailment.

3 Related Work

This section presents the literature survey. This
section covers the work from which our research
draws inspiration and also covers the work which
is similar to our work against which we compete to
make our work better.

3.1 Foundational research
This section covers the foundational research pa-
pers from which we have drawn inspiration for our
work.

3.1.1 Fact Checking
• The survey conducted by (Guo et al., 2022)

provides a comprehensive examination of the
models and datasets prevalent in the field
of fact-checking. This paper meticulously
outlines the various challenges encountered
within this domain and also offers insights
into potential future directions. The concept
of debunking false information has been de-
rived from the future directions section of this
survey. The challenges enumerated in this
study serve as a valuable resource, present-
ing a holistic overview of the intricate prob-
lems that could be addressed in forthcoming
research endeavors.

• The survey conducted by (Kotonya and Toni,
2020) focuses on several techniques employed
in explaining the verdicts generated by au-
tomated fact-checking systems. This paper
serves as a source of inspiration for provid-
ing explanations in the form of counters and

https://www.reuters.com/article/us-health-cancer-cuba-scorpion-idUSKBN1OD2GH
https://www.reuters.com/article/us-health-cancer-cuba-scorpion-idUSKBN1OD2GH


Figure 1: Fact-checking pipeline

supports for fake news. Although the specific
idea is not explicitly mentioned, the paper
presents various works that utilize different
mechanisms to offer explanations. It com-
prehensively covers almost all the techniques
existing in the fact-checking domain for ex-
plaining verdicts.

3.1.2 Explainable Fact Checking

• The paper (Atanasova et al., 2020a) proposes a
method for generating justifications for claims,
where the generated textual summary serves
as an explanation for the predicted veracity
label of the claim. The notion that a textual
summary or sentence can be employed as an
explanation was derived from this paper and
applied judiciously in our own research.

• The paper (Gardner et al., 2020) demonstrates
the efficacy of contrast sets by generating
them for diverse datasets. This concept has
been utilized to explore counterfactuals, and
subsequently, the idea of debunking fake news
using counterfactuals emerged. Thus, this pa-
per proved valuable in offering ideas and en-
hancing our understanding in this area.

• The paper (Atanasova et al., 2020b) presents a
technique for generating adversarial examples
by utilizing an extended version of the HotFlip
algorithm to target the label of each claim in
the FEVER dataset. The inspiration for mod-
ifying structural components with minimal
edits while preserving the content to create
edited claims was derived from this research.
Although our method differs, the fundamental
principles and ideas have been drawn from
this paper.

3.1.3 Checkworthiness

The paper (Wright and Augenstein, 2020) focuses
on detecting check-worthiness for claims in multi-
ple datasets and demonstrates superior performance
compared to benchmark models.

3.1.4 Half-truth

Estornell et al. (2019) discusses the computational
complexity of deception by half-truth. The authors
demonstrated that half-truths can be computation-
ally more challenging to detect than other forms of
deception, thus emphasizing the need for special-
ized approaches to identify and address this issue.
Building on this idea, Monteiro et al. (2018) filtered
out half-truths during fake news detection and ex-
pressed their idea of detecting half-truths in the
future. Motivated by this idea, our work attempts
to address the half-truth detection problem.

Along with half-truths, there are other forms
of disinformation, such as fake news and exagger-
ated and sensationalized news. Wright and Augen-
stein (2021a) focuses on detecting exaggeration in
the claims made by press releases. The authors
propose a supervised learning approach that uti-
lizes sentence-level features to detect exaggerated
claims. Li et al. (2017) conducted an analysis and
inspection of exaggerated claims in the domain of
scientific news. The authors proposed a framework
that leverages natural language processing tech-
niques to detect exaggerated claims in scientific
news articles.

3.2 Competitive research

This section covers the competitive research papers
that challenge and motivate us to produce better
results.



3.2.1 Interpretable fact-checking and claim
editing

• (Chi and Liao, 2022) discusses a few ideas
about interpreting the predicted label and they
use dialog trees to achieve this. This is mostly
used for social media data. This paper is
a competitor for our research since we also
focus on providing explanations for claims
which are fake from social media. The idea
is certainly different from our idea but it is
a sophisticated idea with a good mathemat-
ical formulation. It also uses a tree kind of
structure to give explanations with the added
advantage of using metadata of social media
very smartly.

• (Ross et al., 2021) is a semantically controlled
text generation system that uses SRL tags
smartly and creates contrast sets for various
downstream tasks without separately training
a model for each task. We have used this idea
from the tailor and developed a stronger sys-
tem than the tailor using a paraphrase dataset
to train our model. But Tailor is certainly a
competitor because of the additional function-
alities that it has got along with maximizing
the context to edit claims.

3.2.2 Veracity Prediction
• The paper (Alhindi et al., 2018) introduces the

LIAR-PLUS dataset, which is relevant to our
work on veracity detection. We have devel-
oped a system that competes with the method-
ology presented in this paper. Notably, our
system achieves higher accuracy compared to
the LIAR-PLUS dataset paper.

• The paper (Guo et al., 2019) introduces a sig-
nificant concept of leveraging emotion for
fake news detection. The authors utilize both
the emotion of the publisher and social emo-
tion, extracting dual emotion features to en-
hance existing techniques in fake news de-
tection. This idea of incorporating emotion-
based approaches holds promise for our future
exploration and investigation.

• The paper (Martinez-Rico et al., 2021) ex-
plores several models and techniques aimed
at estimating checkworthiness and detecting
fake news. Wright and Augenstein (2021a)
focuses on the detection of exaggeration in

Split Count
Train 10240
Test 1283
Validation 1284

Table 1: LIAR-PLUS dataset composition
.

the claims made by press releases in compar-
ison to the scientific claims. Li et al. (2017)
has conducted an analysis and inspection of
exaggerated claims in the domain of scientific
news. This paper performs better in compari-
son to many baselines.

4 Datasets

This section lists the datasets that have been cre-
ated and used in the domain of fake news, rumor
detection, disinformation detection, etc. In our re-
search, we have used a few of these datasets for the
evaluation of many tasks and models that we have
created.

4.1 LIAR-PLUS

LIAR-PLUS2 dataset is an extended version of the
LIAR dataset. This dataset is introduced in the
paper titled Where is Your Evidence: Improv-
ing Fact-checking by Justification Modeling by
(Alhindi et al., 2018). The column, extracted jus-
tification is the new addition made to the LIAR
dataset. The dataset composition is listed in the
table 1.

4.2 FEVER

FEVER (Fact Extraction and VERification)3 by
(Thorne et al., 2018) is a collection of more than
185,000 claims generated by modifying sentences
collected from Wikipedia and then validated with-
out knowledge of the sentences from which they
were derived. The claims are categorized as Sup-
ported, Refuted, or NotEnoughInformation.

4.3 FaVIQ

FaVIQ (Fact Verification from Information-seeking
Questions)4 by (Park et al., 2022) is a collection of
about 26000 claims and corresponding positive and
negative evidence list. The dataset composition is
listed in the table 2.

2https://github.com/Tariq60/LIAR-PLUS
3https://huggingface.co/datasets/fever
4https://github.com/faviq

https://github.com/Tariq60/LIAR-PLUS
https://huggingface.co/datasets/fever
https://github.com/faviq


Split Count
Train 17008
Test 4688
Validation 4260

Table 2: FAVIQ dataset composition
.

Split Count
Test 11809
Validation 10436

Table 3: DialFact dataset composition
.

4.4 DialFact

DialFact by (Gupta et al., 2021) is a benchmark
dataset for fact-checking in dialogue. This dataset
contains crowd-annotated conversational claims
paired with Wikipedia evidence. The dataset com-
position is listed in the table 3.

4.5 MT-PET

MT-PET by (Wright and Augenstein, 2021b) is a
multi-task version of Pattern Exploiting Training
(PET), which is a scientific exaggeration detection
dataset. This dataset is studied to understand the
role of exaggeration in scientific claims and how
deception is used along with exaggeration.

4.6 RumourEval

RumorEval 2017 by (Gorrell et al., 2019) is a
dataset of controversial posts on social media and
the subsequent dialogues, annotated for both stance
and veracity. The breaking news stories that give
rise to social media rumors are diverse, and the
dataset has been extended to also include Reddit
and recent Twitter posts.

4.7 CheckThat!

CheckThat 2020 by (Barrón-Cedeño et al., 2020) is
a fact-checking dataset created by claims extracted
from social media platforms and news articles from
various sources. This dataset is used to check the
worthiness of claims.

4.8 COVID-19 Disinformation dataset

COVID-19 Disinformation dataset by (Alam et al.,
2021) is a dataset created by extracting tweets
about Covid-19 from Twitter and annotated manu-
ally for the correctness of the claims and disinfor-
mation.

4.9 TAPACO

TAPACO dataset by (Scherrer, 2020) is a free para-
phrase corpus for 73 languages extracted from the
Tatoeba database. Tatoeba is primarily a crowd-
sourcing project for language learners.

5 Summary

The introduction chapter of our survey paper delved
into the fundamental aspects of the topic, establish-
ing a solid foundation for subsequent discussions.
We meticulously defined key terms and introduced
essential terminology to ensure a comprehensive
understanding of the subject matter. Additionally,
we provided an overview of the datasets that were
utilized in our research, highlighting their signifi-
cance in the context of our study.

A significant portion of the chapter was dedi-
cated to examining previous works in the field of
fact-checking, fake news, and half-truths. We con-
ducted an extensive review of existing literature,
meticulously examining and presenting a thorough
coverage of prior research conducted in this do-
main. This comprehensive analysis enabled us to
contextualize our own work and identify gaps or
areas of further exploration.

Overall, our survey paper’s introduction chap-
ter effectively laid the groundwork for the subse-
quent chapters, ensuring that readers gain a clear
understanding of the terminology, datasets used,
and the existing body of knowledge related to fact-
checking, fake news, and half-truths.
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