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Abstract

Web-crawled data serves as a valuable resource
for training machine translation models, provid-
ing parallel corpora. However, this data is inher-
ently noisy, and recent research has revealed
the heightened sensitivity of neural machine
translation systems to such noise compared to
traditional statistical methods. To address this
challenge, the task of Parallel Corpus Filtering
(PCF) aims to extract high-quality parallel cor-
pora from noisy pseudo-parallel corpora. In
this paper, we present an extensive analysis of
different approaches proposed for parallel cor-
pus filtering. By examining previous works, we
establish a roadmap that not only summarizes
the existing methodologies but also lays the
foundation for future research in this domain.
The findings of this paper shed light on the com-
plexities of PCF and offer valuable insights into
the development of robust and accurate parallel
corpus filtering techniques, thereby advancing
the field of machine translation.

1 Introduction

In recent times, Neural MT has shown excellent per-
formance, having been trained on a large amount
of parallel corpora (Dabre et al., 2020). However,
not all language pairs have a substantial amount of
parallel data. Hence, we have to rely on the noisy
web-crawled corpora for low-resource languages.
Given the limited availability of clean parallel data,
the use of multilingual noisy data, such as web-
crawls, as an alternative for training translation
systems becomes increasingly important.

Recently, there is an increased interest in the
filtering of noisy parallel corpora to increase the
amount of data that can be used to train translation
systems (Koehn et al., 2018). The Shared Task
on Parallel Corpus Filtering and Alignment at the
Conference for Machine Translation (WMT 2018,
WMT 2019, WMT 2020) was organized to pro-
mote research to make learning from noisy data
more viable for low-resource languages.

1.1 Motivation
The Deep Neural architecture has become the most
widely used architecture to build a Machine Trans-
lation (MT) model. The performance of a data-
driven machine translation system is influenced
by the quality and quantity of data available for
training. The web-crawled data available for low-
resource languages is undoubtedly high in quantity,
but their quality varies a lot. This motivates us
to extract high-quality parallel corpora from web-
crawled pseudo-parallel sources, with the goal of
improving the quality of the machine translation
model in comparison to the model trained solely
on noisy pseudo-parallel corpora.

2 Background and Terminology

2.1 Machine Translation
Machine Translation aims to automatically trans-
late text from one language to text in another with
the help of some software. The field of MT has
experienced a significant paradigm shift in recent
years. The developments in the field of MT have
reduced the barrier of language. The fundamental
paradigms of machine translation are:

1. Rule Based Machine Translation: Machine
Translation follows the analysis-transfer-
generation (ATG) (Bhattacharyya, 2015) pro-
cess. In RBMT, human experts create all the
rules manually and are responsible for the
translation.

2. Example Based Machine Translation: In
this approach, a parallel corpus is used. For a
given input sentence, fragments of the phrases
are matched with the existing parallel sen-
tences in the corpus. Now, the translations
of the matched fragments are picked up and
put together to form a complete translation.

3. Statistical Machine Translation: In this
methodology, a parallel corpus is utilized to



Figure 1: Types of Corpora

acquire mappings between words and phrases
in both the source and target sentences, em-
ploying a probabilistic model. Statistical Ma-
chine Translation (SMT) encompasses several
key elements, including a Language Model,
Translation Model, Decoder, and parameter
estimation. The model learns from the paral-
lel corpus to construct a phrase table, which
serves as a reference for translating input sen-
tences based on probability values.

4. Neural Machine Translation (NMT): NMT
aims to develop an end-to-end model using
Neural Architecture to effectively translate
text between different languages. To train an
NMT system, a substantial amount of parallel
data is required. The cutting-edge model for
Machine Translation (MT) at present is built
upon neural architecture.

5. Multilingual Neural Machine Translation:
The goal of multilingual NMT is to train a sin-
gle, end-to-end model that can produce trans-
lations for multiple languages.

2.2 Comparable Corpora

A comparable corpus is a collection of similar sen-
tences in multiple languages. For instance, sen-
tences crawled for Wikipedia’s multilingual pages.
Such sentences need not be exact translations of
each other or aligned but they refer to the same
topic in different languages. We discuss the ex-
traction process of comparable corpora in section
10.

2.3 Parallel Corpora
Parallel Corpora is a collection of aligned sentence
pairs. For instance, Hindi-Marathi parallel corpus
refers to a dataset that has Hindi sentences at the
source side and Marathi sentences at the target side.
The sentence pairs are semantically similar and are
of good quality.

2.4 Pseudo-Parallel Corpora
Pseudo-Parallel Corpora is a collection of sentence
pairs that are not necessarily aligned. Thus pseudo-
parallel corpora contain noisy sentence pairs that
can be misaligned, disfluent and inadequate.

2.5 Parallel Corpus Filtering
The objective of Parallel Corpus Filtering (PCF) is
to retrieve high-quality parallel data from pseudo-
parallel corpora that contain noise. This can be
performed in the following ways:

1. Rule-based PCF: In the rule-based approach
for Parallel Corpus Filtering (PCF), we em-
ploy straightforward rules based on sentence
length and linguistic features to eliminate
noisy sentence pairs.

2. Neural PCF: In this method, we train a neural
model to score the sentence pairs based on
their semantic similarity.

2.6 Phrase Table Injection
In this method, we train Phrase Based Statistical
Machine Translation model to generate a Phrase
Table for a language pair. Then, we augment the



phrase pairs retrieved from the phrase table, to the
parallel corpora. This is known as Phrase Table
Injection.

2.7 Quality Estimation

Quality Estimation (QE) involves assessing the
quality of a translation in the absence of a reference
translation. In their work, (Ranasinghe et al., 2020)
introduced a QE framework based on cross-lingual
transformers. This model takes both the source
sentence and its translation as input and generates
either a Direct Assessment score or an HTER score.

2.8 Language Agnostic Bert Sentence
Embedding

LaBSE, a multilingual embedding model, provides
support for 109 languages, including several Indic
languages. A multilingual embedding model is
a powerful approach that enables the mapping of
sentences from different languages into a shared
vector space.

2.9 Automatic Post-Editing

The purpose of Automatic Post Editing (APE)
is to automatically identify and correct errors in
Machine Translation (MT) outputs. Deoghare
and Bhattacharyya (2022) introduced a curriculum
training strategy for training the APE system.

3 Parallel Corpus Filtration techniques in
SMT

The paper [(Skadin, a et al., 2012)] discusses the
creation of comparable corpora and parallel data
extraction from the comparable corpora. The Com-
parable corpora is collected from the web through
Wikipedia and News Corpora.

3.1 Comparability Metric

Comparability Metric is used to evaluate the quality
of Comparable Corpora. We construct feature vec-
tors based on the lexical information and document
structure. Then, we compute Cosine similarity on
these feature vectors to compute the comparability
scores. Now, based on the threshold value of this
similarity score, the comparable corpora is ranked
as either parallel or strongly comparable, or weakly
comparable.

3.2 Extracting Parallel data

Parallel data is extracted in the following two ways
from the comparable corpora:

1. Phrase Table Injection: Extracting paral-
lel phrases and sentences using EMACC
(Expectation-Maximization Alignment for
Comparable Corpora) tool.

2. Extracting named entities and terminological
units: No matter how weak comparable cor-
pora are, they still can contain useful transla-
tional equivalences for named entities.

3.3 Experimental Result

An experiment is performed on EN-DE (English-
German) domain-adapted SMT for the automotive
industry domain. The parallel data extracted from
comparable corpora for the automative industry
domain is used for training the model. In the re-
sults 2, we see that the baseline model, which is
trained without the extracted parallel data, lags be-
hind the automotive extracted model by 7 BLEU
score points.

Figure 2: Evaluation of narrow domain SMT system
enriched with data from comparable corpus.

3.4 Parallel Corpus Filtration Techniques in
NMT

In this section, we will look at the neural ap-
proaches for filtering parallel corpus to improve
the performance of NMT systems.

4 LaBSE based Filtering

Language Agnostic BERT Sentence Embedding
model [(Feng et al., 2020)] is a multilingual embed-
ding model that supports 109 languages including
some Indic languages. A multilingual embedding
model is an effective method that maps sentences
of various languages over the same vector space.
This allows the model to leverage semantic infor-
mation of multiple languages for better language
understanding.
Some of the previous approaches for generating
sentence embeddings are LASER and m-use. Both
of the models directly map sentences from one lan-
guage to another to obtain sentence embeddings.
With the use of pre-training techniques MLM and
TLM, the LaBSE model is trained on a huge dataset



due to which it can generate embeddings even for
zero-shot languages.

Model Architecture
The architecture of this model is based on the Bi-
directional dual encoder with additive margin soft-
max loss. We can see the architecture as shown in
the figure 3.

Figure 3: LaBSE Model Architecture

Training Pipeline
Firstly, the Multilingual BERT model is trained
on 109 languages for MLM (Masked Language
Model) task. Then the obtained BERT encoders are
used in parallel at the source and target to finetune
the Translation Ranking Task. So, it combines
the strategies like pre-training and finetuning with
bi-directional dual encoders translation ranking
model.

Translation Ranking task
The goal of this task is as follows:

1. To rank all the target sentences in order of
their compatibility with the score.

2. The objective is to maximize the similarity
between the source sentence and its authen-
tic translation while minimizing it with other
sentences through the process of negative sam-
pling.

3. The dual-encoder architecture encodes two
sequences using parallel encoders and then
utilizes a dot product to calculate the similarity
score between the two encodings.

4. Bidirectional means it takes compatibility
scores in both directions i.e, from source to

target as well as target to source and the indi-
vidual losses are summed :

Loss = L+ L′

Additive Margin Softmax
It introduces a parameter m in the original softmax
loss function to increase the separability between
the vectors in the vector space. The loss function
is given as given below. We can see that m is sub-
tracted only from the positive sample and not from
the negative samples. This is responsible for the
classification boundary.

Experimental Results

Figure 4 shows the Tatoeba bitext retrieval task
compared against the prior state-of-the-art bilin-
gual models. It is evident that LaBSE surpasses
other models, exhibiting a state-of-the-art average
accuracy of 87.3% across all languages.

Figure 4: Average accuracy(%) on Tatoeba Datasets

5 Distilled PML based filtering

5.1 Distilled Paraphrase Multilingual Model

Distilled Paraphrase Multilingual Model is a Sen-
tence BERT model extended to multiple languages
using multilingual knowledge distillation. In the
paper [(Reimers and Gurevych, 2020)], a new
method is presented to generate a multilingual em-
bedding model. Using this method we can extend
the existing sentence embedding model (Monolin-
gual/Multilingual) to new languages.
The Teacher-Student model architecture is used
while training the model as shown in the fig. 5



Figure 5: Teacher Student Model Architecture

Teacher-Student Model architecture

1. Given parallel data (e.g. English and German),
train the student model such that the produced
vectors for the English and German sentences
are close to the teacher English sentence vec-
tor.

2. It requires a Model M (Teacher) that maps
sentences in one or more source languages to
a dense vector space.

3. It also requires parallel sentences (sn, tn),
where si is a sentence in source language and
ti is a sentence in one of the target languages.

4. A student model M’ is trained such that M’(ti)
and M(si) produces the similar sentence vec-
tor and M’(si) and M(si) produces the similar
sentence vector.

5. For a Batch size B, the MSE loss is minimized
as given below

6. During training, Sentence BERT is chosen
as a Teacher model and XLM-R (XLM-
RoBERTa) is chosen as a student model.

7. So, a student model is trained using XLM-R
and further fine-tuned on STS(Semantic Text
Similarity) and NLI (Natural Language Infer-
ence) tasks using English SBERT (Sentence
BERT) model.

It was shown that this model performs better than
LaBSE model on Semantic Text Similarity (STS)
task Benchmark data while LaBSE performed bet-
ter in BUCC (Zweigenbaum et al., 2017) bitext
retrieval task.

Experimental Results

1. Multilingual Semantic Text Similarity

The goal of this task is to assign a similarity
score to a sentence pairs. For an instance, zero
score means the sentence pairs are not related
and five means they are semantically equiva-
lent.
This experiment is performed on STS 2017
dataset which contains annotated pairs for EN-
EN, AR-AR, ES-ES, EN-AR, EN-ES, EN-TR.
This dataset is further extended to EN-FR, EN-
IT, and EN-NL. The Spearman rank correla-
tion is calculated between the cosine similari-
ties of the sentence representations generated
by the model and the gold labels for STS 2017
dataset.

2. BUCC: Bitext retrieval This task aims to
extract parallel sentences from a given compa-
rable corpora. The dataset from BUCC bitext
mining task is used to extract parallel sen-
tences between an English corpus and other
four languages. The results of this experiment
are shown in figure 8.

3. Tatoeba: Similarity Search This task aims
to extract parallel sentences for low resource
languages. For evaluation, test setup from
LASER is used. The dataset contains upto
1000 English-aligned sentence pairs for var-
ious languages. The evaluation is done by
finding most similar sentences for all language
pairs using cosine similarity. Accuracy is com-
puted for both directions in the language pair.

6 Extracting In-Domain Parallel Corpora

The continuous increase in data through different
sources like the web and news, results in larger
generic models. Such generic models perform
poorly in domain-specific cases. The paper (?), in-
troduced an approach to select In-domain data from
general-domain corpora in order to improve MT.
This method ranks generic-domain sentences based
on how similar they are to domain-specific mono-
lingual corpora. Then, we choose K sentences that
have the best similarity score.

Data Selection Pipeline

The In-domain Data selection Pipeline is as fol-
lows:



Figure 6: Spearman rank correlation between the cosine similarity of sentence representations and the gold labels
for STS 2017 dataset

Figure 7: Spearman rank correlation between the cosine similarity of sentence representations and the gold labels
for STS 2017 dataset

1. The data selection method evaluates the simi-
larity between general-domain sentences and
in-domain monolingual data to rank the sen-
tences accordingly.

2. This pipeline is mainly constructed of three
components:

(a) A Contextual Sentence Embedding
Component: In this stage, we com-
pute the sentence embeddings for the
in-domain monolingual and generic-
domain data for the corresponding lan-
guage using SBERT (Sentence BERT).
The embeddings generated by the
SBERT model are of higher dimension.
So, we bring this dimension to a smaller
size by keeping only the principal compo-
nents using PCA (Principal Component

Analysis) algorithm. An illustration for
this step is shown in figure 10.

(b) Semantic Search Component: After
generating embeddings for both monolin-
gual and generic domain data, the Cosine
Similarity Score is calculated between
each in-domain sentence and each out-of-
domain sentence. Using this score, the
generic-domain corpora is then ranked
accordingly. An illustration of this step
is shown in figure 11

(c) Ranking In-Domain data component:
After generating similarity scores, the
sentences corresponding to the top 6
scores are extracted from the out-of-
domain data. These selected sentences
are then referred to as in-domain sen-
tences. An illustration for this step is



Figure 8: F1 score on the BUCC bitext mining task

Figure 9: Accuracy on the Tatoeba test set in both direc-
tions (en to target language and vice versa).

Figure 10: Context Sentence Embedding Component

shown in figure 12.

Experimental Results

The experiment was conducted with the following
datasets:

1. TED training dataset (IWSLT 2014), which
consists of 179K sentences. This dataset is
considered the In-Domain dataset.

2. WMT training dataset, which consists of 30M
sentence pairs. This dataset is considered a
generic-domain (out-of-domain) dataset.

Figure 11: Semantic Search Component

Figure 12: Ranking In-Domain data Component

We can see in the figure 13 that the NMT model
trained on subcorpora (Top6 + Top5 + Top4..)
with corpus size 1M performs comparably to the
Baselines NMT Domain Adaptation models, which
are trained on a relatively much larger corpus.

7 Types of Noise in a Pseudo-Parallel
Corpus

Herold et al. (2022) studied various types of noise
present in the Pseudo-Parallel corpora and inves-
tigated if the current filtering systems remove all
types of noise.

Types of Noise

Noise can be introduced into the clean training data
in the following ways:



Figure 13: English→French: Evaluation scores for NMT system

1. Misaligned Sentences: Shuffle target side of
the clean corpus.

2. Misordered Words: Shuffle words of either
source or the target sentence.

3. Wrong language: Add sentence pairs of dif-
ferent languages.

4. Untranslated: Convert src-tgt corpus to src-
src or tgt-tgt.

5. Raw Crawled Data: Add data from unfiltered
web crawled corpus.

6. Over/Under-translation: Remove second
half of src or tgt sentence.

7. Synthetic Translations: Add machine-
translated sentences crawled from different
websites.

Experiment Results
Two state-of-the-art experiments were conducted,
namely, Cross-Entropy based Filtering and LASER
based Filtering. The dataset used for the experi-
ments are mentioned below.

• De→En: Dataset from WMT2017 News
Translation task Randomly selected 350K sen-
tence pairs to create the noise categories.

• Km→En: Dataset from WMT2020 parallel
corpus filtering task Extracted 20K sentence
pairs to create synthetic noisy datasets.

• Raw Crawled data: 20K sentence pairs from
the ParaCrawl project.

The results are shown in figure 14 and 15.

8 Quality Estimation

Quality Estimation (QE) involves assessing the
quality of a translation in the absence of a reference
translation. In their work, (Ranasinghe et al., 2020)
introduced a QE framework based on cross-lingual
transformers. This model takes both the source
sentence and its translation as input and generates
either a Direct Assessment score or an HTER score.

Model Architecture

Two architectures are proposed in the work, namely,
MTransQuest and STransQuest. XLM-Roberta
model is used in both architectures. The two archi-
tectures shown in 16 are as follows:

• MTransQuest:

– Using a [SEP] token, the original text
and its translation are combined to form
the input.



Figure 14: De→En Task: Accuracy of filtering methods with respect to different noise categories

Figure 15: Km→En Task: Accuracy of filtering methods with respect to different noise categories

– Output of pooling strategy is feed for-
warded to Softmax layer.

• STransQuest:

– Original text and its translation are fed
to two different XLM-R models.

– Cosine Similarity is computed between
the pooling layer’s output.

The three pooling strategies of transformer model
are CLS, Max, Mean. The objective function used
is MSE Loss.

Experiment Results
The results of Domain Adaptation scores are shown
in the figure 17.

9 Automatic Post-Editing

Automatic Post-Editing (APE) is a supplementary
task within the field of Machine Translation (MT)
that focuses on the automatic identification and
correction of errors present in MT output (Chat-
terjee et al., 2020). APE systems have the po-
tential to reduce human effort by correcting sys-
tematic and repetitive translation errors (Läubli
et al., 2013; Pal et al., 2016). Recent APE ap-
proaches utilize transfer learning by adapting pre-
trained language or translation models to perform
APE (Lopes et al., 2019; Wei et al., 2020; Sharma
et al., 2021). Also, the recent approaches use mul-
tilingual or cross-lingual models to get latent repre-



Figure 16: (left) MTransQuest Architecture. (right) STransQuest Architecture.

Figure 17: Correlation between TransQuest predictions and human annotated DA scores

sentations of the source and target sentences (Lee
et al., 2020). Oh et al. (2021) have shown that grad-
ually adapting pre-trained models to APE by using
the Curriculum Training Strategy (CTS) improves
performance. Deoghare and Bhattacharyya (2022)
showed that augmenting the APE data with phrase-
level APE triplets improves feature diversity, and
using a QE system allows for identification and
discarding poor-quality APE outputs. We use the
APE system to rectify errors in the target side of
the noisy pseudo-parallel corpus.

Model Architecture

A curriculum training strategy for training the APE
(Automatic Post-Editing) system was introduced
by Deoghare and Bhattacharyya (2022) (Deoghare
and Bhattacharyya, 2022). We adopt the same ap-
proach to train our APE system. Initially, we em-
ploy a pseudo-parallel corpus comprising Samanan-
tar, Anuvaad, ILCI, and the Tatoeba corpus to train

Figure 18: Automatic Post-Editing model Architecture

an encoder-decoder model specifically for English-
to-Marathi translation. Subsequently, we enhance
the model by introducing an additional encoder,
resulting in a dual-encoder single-decoder model
specifically designed for the APE task. This train-



Figure 19: Samanantar Data Statistics

Figure 20: Samanantar Machine Readable sources

ing process involves multiple stages, incorporat-
ing synthetic APE data, and finally fine-tuning the
model using real APE data.

10 Comparable Corpora

A comparable corpus is a collection of similar sen-
tences in multiple languages that are not necessar-
ily aligned. For instance, sentences crawled for
Wikipedia’s mulitlingual pages. Such sentences
need not be exact translations of each other or
aligned but they refer to the same topic in different
languages. In this chapter, we study the work pre-
sented in (Ramesh et al., 2021). The work aimed
to compile the largest open-source parallel corpora
for Indian languages.

A total of 49.7M parallel sentences were col-
lated between English and 11 Indic languages. The
web-crawled corpora were of size 37.4M sentence
pairs. They also extracted 53.4M sentence pairs
between all 55 Indian languages. The data statistics
of collated corpora is shown in fig 19

The mining of parallel sentences from the web
was achieved by combining various corpora, tools,
and methods:

• Web-crawled monolingual corpora

• Extraction from scanned documents was per-
formed by using a document OCR

• Multilingual sentence embedding models for
sentence alignment

The quality of the Samanantar Corpus was veri-
fied by training a multilingual model on the col-

lected corpus and comparing its BLEU scores
against the state-of-the-art models.

10.1 Samanantar Corpus

Samanantar is the largest publicly available corpora
collection for Indic languages. It contains datasets
for languages like Assamese, Malayalam, Marathi,
Oriya, Punjabi, Bengali, Gujarati, Hindi, Kannada,
Tamil, Telugu, and English. It has 49.6M sentence
pairs between English to Indic languages. The
various methods used to collect parallel corpora
and build the Samanantar Corpus are mentioned
below.

10.2 Collation from existing resources

A total of 12.4M parallel sentences are collected be-
tween English and 11 Indic languages from the ex-
isting resources. However, some of these resources
were very noisy and combined without qualitative
filtering.

Mining Sentences from Machine Readable
Comparable Corpora
Comparable Corpora are extracted from Indian
news articles published in multiple languages.
These articles are considered comparable because
although there are no exact translations of each
other but they are on the same topic. For instance,
a news article for COVID’19 published in mul-
tiple sentences may not be exact translations of
each other, but there can exist some unaligned
parallel sentences. Some comparable corpora is
also crawled from education domains like Khan



Figure 21: Samanantar Machine Readable sources

Academy, NPTEL lectures, Coursera and some
science youtube channels. After the collection of
comparable corpora, parallel sentences are aligned
using LaBSE. For instance, a Hindi and English
news article with the same headline published on
the same date is taken. Now sentence embeddings
are computed for each sentence in the articles for
both languages using LaBSE. Then, sentence pairs
are aligned using the cosine similarity computed
using their respective sentence embeddings. A list
of machine-readable sources is shown in fig 20.

Mining sentences from non-machine readable
comparable corpora
Apart from web sources, there exist non-machine
readable sources like PDF documents. For such
documents, OCR tool is used to extract text from
the PDF. These documents are available with their
language information. Hence, Parallel corpus ex-
traction for such documents becomes easy as we
just need to map sentences between different lan-
guages.

Mining from monolingual corpora
In this method, parallel sentences are aligned and
extracted from the IndicCorp dataset. The idea
is to find a matching English sentence for each
Indic sentence. Firstly, sentence embeddings are
generated for each sentence using LaBSE. Then,
FAISS is used for indexing. Now, for each Indic
sentence, LaBSE sentence embedding is computed,
and then based on the normalized inner product,

the index is queried for its nearest neighbor.

Mining Corpora between Indic launguages
In this method, English is used as the pivot lan-
guage to extract parallel corpora between Indic
languages from the mined English-centric corpora.
For instance, sentence pairs from English-Hindi
and English-Tamil are mapped to each other if the
source English sentence is the same. This way,
we obtain parallel Hindi-Tamil corpora. The data
statistics for the parallel corpora between Indic lan-
guages is shown in fig 21.

10.3 Experiment Results

Annotation Task
Human annotators analyzed the quality of the
mined corpora by estimating the Sentence Text
Similarity of the mined parallel sentences. 9,566
parallel sentences are sampled from the mined cor-
pora of 11 Indic languages. Annotation scores
follow the SemEval-2016 Task 1, where STS is
defined by six levels i.e. 0-6, 6 being completely
semantic equivalent and 0 being entirely semantic
dissimilar. The annotation results are shown in fig
22.

IndicTrans
The multilingual NMT model is trained on the en-
tire Samanantar corpus using OpenNMT-py. The
results of the trained model are shown in fig 23 and
24. The IndicTrans model outperforms all publicly



Figure 22: Samanantar Machine Readable sources

Figure 23: Samanantar Machine Readable sources

available models. It also outperforms commercial
models on many datasets.

11 Dataset

The parallel and pseudo-parallel corpora consist
various datasets. The description for these datasets
is mentioned below:

1. Samanantar1: Samanantar is the largest pub-
licly available corpora collection for Indic lan-
guages. It contains datasets for languages
like Assamese, Malayalam, Marathi, Oriya,
Punjabi, Bengali, Gujarati, Hindi, Kannada,
Tamil, Telugu, and English. It has 49.6M

1https://ai4bharat.iitm.ac.in/samanantar

Figure 24: Samanantar Machine Readable sources

sentence pairs between English to Indic lan-
guages.

2. ILCI2: Indian Language Corpora Initiative
was envisioned by TDIL to develop national
corpora. The ILCI phase-1 contains parallel
annotated corpora for 12 major Indian lan-
guages including English. It contains sentence
pairs from Healthcare and Tourism domain.

3. PMIndia3: PMI is a good quality publicly
available parallel corpora which cover 13 ma-
jor Indian languages with English.

4. CVIT-PIB4: PIB consists of Parallel text be-
tween English and 9 Indic languages extracted
by aligning and mining parallel sentences

2http://sanskrit.jnu.ac.in/projects/ilci.jsp?
proj=ilci

3https://www.kaggle.com/datasets/
taruntiwarihp/pm-india-mann-ki-baat

4https://pib.gov.in

https://ai4bharat.iitm.ac.in/samanantar
http://sanskrit.jnu.ac.in/projects/ilci.jsp?proj=ilci
http://sanskrit.jnu.ac.in/projects/ilci.jsp?proj=ilci
https://www.kaggle.com/datasets/taruntiwarihp/pm-india-mann-ki-baat
https://www.kaggle.com/datasets/taruntiwarihp/pm-india-mann-ki-baat
https://pib.gov.in


from press releases of the Press Information
Bureau of India.

5. Bible5: It is multilingual parallel corpora cre-
ated from the translations of the Bible. It cov-
ers 102 languages including Indian languages.

6. Tatoeba6: The Tatoeba Translation Challenge
dataset contains train and test data for 500
languages.

7. Paramed7: This corpus consists of paral-
lel sentences of the biomedical domain for
English-Chinese.

8. GNOME8, KDE49, Ubuntu10: They consist
sentence pairs between 11 Indic languages
and English in their respective localization.

9. OPUS11: It is an opensource repository for
webcrawled text. We use all the parallel data
present at OPUS for the Hindi-Bengali lan-
guage pair

12 Summary

In this survey paper, we first discussed different
approaches proposed for the task of Parallel Corpus
Filtering. We studied Parallel Corpus Filtering in
Statistical Machine Translation (SMT) and Neural
Machine Translation (NMT). Then, we discussed
different ways to construct comparable corpora.
We also discussed various datasets used for the task
of Machine Translation.
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