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Abstract

In this survey paper, we delve into the detection
of rare language phenomena, specifically focus-
ing on the identification of hallucination, hyper-
bole, and metaphor. We present the importance
of detecting and mitigating hallucination in lan-
guage generation systems and analyze existing
works and datasets in this domain. Hallucina-
tion detection and mitigation play a critical role
in ensuring the reliability and effectiveness of
natural language processing systems. Identi-
fication of figurative language like hyperbole
and metaphor is important in any AI generation
system to understand what the user wants to
convey and respond accordingly to maintain
the interaction grounded and interactive. We
introduce the hyperbole and metaphor defini-
tions with examples along with the existing
datasets and related work proposed to detect
the hyperbole or metaphor. This paper serves
as a comprehensive study to understand the
overview and existing works on the detection
of hallucination, hyperbole, and metaphor.

1 Introduction

Natural Language Generation (NLG) involves gen-
eration of natural and fluent text and it is an im-
portant subfield of Natural Language Processing
(NLP). NLG is very important due to various tasks
like dialogue generation, abstractive summariza-
tion, machine translation, etc. NLG has made
tremendous progress in neural-based text gener-
ation with the usage of large language models.
These include Masked Language Models (MLM)
like BERT (Devlin et al., 2018), Causal Language
Models (CLM) like GPT-2 (Radford et al., 2019)
has become the norm for any natural language gen-
eration task. Although the models based on these
language models are able to generate fluent text, it
is observed these NLG models are prone to gener-
ate text which is divergent to the source text. This
problem of generating unwanted or irrelevant text
is termed as hallucination. As shown in Figure 1 of

E2E dataset (Novikova et al., 2017), for a given in-
put data, if the NLG model is expected to generate
end-to-end text based on given input data, the po-
tential models like TGEN, GONG, SHEF2 added
hallucinated content.

Figure 1: Example of Hallucination from E2E dataset

Hallucination can limit the application of many
NLP related models in real-world and raises safety-
related issues. There are domains such as finance
and medical-related applications where informa-
tion is crucial to making any decision, adding hallu-
cinatory content to the doctor’s report and financial
document may hinder the potential use of these
applications.

Figurative language is widely used in natural dis-
course, and it is frequently reflected in content gen-
erated on social media networks (Abulaish et al.,
2020). Figurative languages are used to establish
some communicative goals like- establishing a neg-
ative emotion, drawing emphasis to part of the
text, adding interest to a subject, etc. (Roberts and
Kreuz, 1994). The understanding of figurative lan-
guages like sarcasm, metaphor, simile, irony and
hyperbole is important in various different NLP
tasks like building accurate sentiment analysis sys-
tems, developing conversational AI systems that
can hold meaningful conversations, etc. The ex-
ample for the same was shown in Figure 2. This
has lead to a great interest and value in understand-
ing these figurative languages. The figurative lan-
guages like metaphor (Rai and Chakraverty, 2020)



Figure 2: An example of the need for detecting hyper-
bolic and metaphoric sentences for AI systems.

and sarcasm (Joshi et al., 2017) are studied exten-
sively while hyperbole remains less explored.

2 Motivation

Detecting hallucinated content helps in the im-
provement of hallucination mitigation models. It
also serves as an important base to understand in
which scenarios the NLG model is hallucinating
depending on the task or context. Even for humans,
it is hard to detect where the hallucination happens
given the generated text. Since hallucinated con-
tent can hinder the performance and applications
of NLP tasks to deploy and use in real-time. There
are methods proposed to detect and mitigate the
hallucination task, but they are specific to the task
and vary with a different tasks. Hence, a general
hallucination detection model can help to general-
ize the task of effective detection and mitigating
hallucinated content in the generated text.

Metaphor is the most common choice of fig-
urative language while hyperbole is the second
most adopted rhetorical device in communication
(Roger J., 1996) and hence it becomes important
to study them to process them automatically. Hy-
perbole and metaphor are figurative languages that
express an idea in contrast to the literal meaning of
the sentence. Metaphors use comparison of objects
or ideas to indicate the likeliness between them.
Hyperbole is an exaggerated version of a statement
often used for emphasis.

Relevance theorists had long treated both
metaphors and hyperboles as not genuinely distinct
categories as they are very closely related to each
other (Sperber and Wilson, 2008). Recent works
on hyperbole highlight the distinctive features of
hyperbole over metaphors (Carston and Wearing,
2015). However, on the computational side, the ex-
isting works on hyperbole and metaphor detection
treat them as isolated problems.

Figure 3: Examples of intrinsic, extrinsic, and non-
hallucinated instances from the XSum dataset.

3 Background and Definitions

The term hallucination was inspired by psychology.
In the medical context, hallucinations refer to the
particular type of perception realized by an individ-
ual, without any external stimulus (Blom, 2010).
Hallucination, as a psychological term, refers to
an unreal perception that looks real on the surface.
In the same way, in NLG, the generated text may
contain information that might look correct but if
we verify the information present, it might contain
unfaithful or illogical text. Hallucination is further
divided into intrinsic and extrinsic hallucination.

Intrinsic Hallucination
Intrinsic Hallucinations occur when the output gen-
erated by any NLG model contradicts the source
text. For example, in a machine translation task,
intrinsic hallucinations are defined as a span of the
word(s) in the generated sequence containing incor-
rect information but they might represent the same
entity type. Similarly, in the summarization task, if
the generated summary contradicts the given source
information or document, it is referred to as intrin-
sic hallucination.

Extrinsic Hallucination
Extrinsic Hallucinations - the output generated by
any NLG model cannot be verified by the source
information. In other words, the generated output
neither contradicts nor is supported by the source
information. It is important to note that extrinsic
hallucinations are challenging to detect as they are
not implied by the source text or information. one



Figure 4: Examples of Intrinsic and Extrinsic hallucinations for different NLG tasks

interesting identity of extrinsic hallucinations is
that it does not always contain factually incorrect
data i.e. although the generated output text might
not be validated whether it is true or false from
the source information provided. But, the gener-
ated output can be factually correct considering the
external or world knowledge. But, identifying ex-
trinsic hallucination improves the consistency with
the reference text and further identifies the content
which is not required for the given specific task
or context. The example of extrinsic hallucination
in machine translation refers to the span of words
consisting of additional information which can’t be
inferred from the given input or source text. In the
context of the summarization task, extrinsic hallu-
cinations refer to the output text neither supported
nor contradicts by the given input article

The definitions of intrinsic and extrinsic slightly
vary depending on the task, for example in machine
translation intrinsic hallucination refers to the sub-
stitution of some other entity in place of the real
or true entity while in abstractive summarization
intrinsic hallucination refers to the contradiction to
the source text. For other NLP tasks, a few exam-
ples are shown in Figure 4 (Ji et al., 2022)

In this section, we formally define the figurative
languages that are used in our work.

Metaphors A metaphor is a figure of speech that
is frequently used in everyday conversations. It
makes a comparison in an implicit manner to some-
thing that is not true. Metaphors are formed by the
intersection of the source and target domains, with
the source domain features related to the target do-
main features via comparable properties. (Lakoff,
1993). For example, consider the sentence “Life
is a journey". Here, the source domain ‘journey’
has a defined start and end as the property and it
is mapped to the target domain ‘life’, bringing out
an implicit comparison between life and journey
through the property of having a start and an end.

Simile A simile is another figure of speech where
two different or unrelated things are compared ex-
plicitly (Israel et al., 2004). Similes are explicit
about the comparison, whereas metaphors have
a subtlety associated with them giving them more
flexibility. For example, in the sentence “He fought
like a lion", a man is compared with a lion explic-
itly which could be expressed with a metaphor “He
is a lion". However, the metaphor “His judgement



Figure 5: Example sentences with Hyperbole and
Metaphor labels.

is somewhat murky" cannot be explicitly expressed
accurately with a simile as “His judgement is some-
thing like murky".

Hyperbole Hyperbole is a figurative language in
which the literal meaning is exaggerated intention-
ally. It exaggerates expressions and blows them
up beyond the point they are perceived naturally to
emphasize them (Claridge, 2010). In a hyperbolic
statement, exaggeration can be brought about quan-
titatively by increasing or decreasing the quantity
of the object or qualitatively by changing the sub-
jective property of the object (Mora, 2009). It often
makes use of similes and metaphors for bringing
out exaggeration but it is not mandatory. Consider
the following sentences:

• I’m tired, I can’t lift my hand.

• My heart is bleeding right now.

• Her anger radiated like a nuclear explosion.

In the first sentence, the phrase, “can’t lift my
hand" is an exaggeration. The exaggeration here
is brought about without any comparison. In the
second example, the exaggeration is achieved with
the help of a metaphor as we make an implicit com-
parison to bleeding, to drive home our point. In
the third example, anger is explicitly compared to
a nuclear explosion to underline exaggeration. In
our work, we work with all these types of hyper-
boles and study the impact of understanding the
metaphoricity of statements in identifying hyper-
boles.

4 Related Work on Hallucination
Detection

Hallucination detection and mitigation have be-
come important for any neural-based text gener-
ation model as the systems are often prone to hal-
lucinate data in various scenarios which is undesir-
able for any type of task. To understand the hal-
lucination in NLG, there are works to analyze the
contributors to hallucination (Ji et al., 2022). These

include hallucinations from data and hallucinations
from language and inference.

Data-induced Hallucinations Hallucination
from data can be the main cause for the models
to deviate from the reference text and generation
hallucinated content. This data issue was observed
in many automatically created datasets like
WikiBio (Dhingra et al., 2019). This can happen
due to various data collection heuristics which
might not be proven enough to collect only relevant
and factual data. When an NLG model is trained
on this type of data, it is obvious that the model
hallucinates the data, since the reference text
itself contains the such divergent text. For tasks
like data-to-text, it is important for NLG models
to maintain source information relevant and
truthful to be able to effectively use them. Another
problematic situation is the redundancy of the data
present in the dataset. Since it is very difficult
to filter the duplicate entries from the dataset
but the model which uses this data to generalize
the task and produce text, it is often observed
that because of this duplicate data, models are
favoring repeated or duplicate phrases more i.e.
there exists some kind of bias to favor this type of
behavior in models (Lee et al., 2021). There are
tasks like automatic story generation and dialogue
generation systems like chatbots etc. where the
text generation should be diverse and interesting
enough to use in text-based applications. Although
it is required that these models should control
their generation specific to a given prompt in the
case of automatic story generation and appropriate
response for a given query in chatbot applications.
Even hallucination is important in these scenarios
as well, because the generated text should not
contradict existing prompts or already generated
text in NLG tasks like automatic story generation.
Even in dialogue generation systems like chatbots,
along with interesting conversation styles, it is
also important to maintain factual relevance, and
generated text should not contradict or diverge
from the earlier conversation data.

Training and Inference-induced Hallucinations
Hallucination from training data can occur even if
there is little divergence in the dataset (Parikh et al.,
2020). The reason for the inclusion of hallucina-
tions is due to the training and modeling decisions
of neural models which are prone to generate hallu-
cinated content. The encoder of these neural mod-



els can be a potential factor for the hallucinated
content i.e. if encoders learn correlations in such
a way that they are prone to make hallucinations
across the given training data, this will generate fac-
tually incorrect output or divergent output text. In
decoding strategies, the decoder receives encoded
input and outputs the final target text. There are
many existing approaches to achieving diverse text
by modifying these decoding strategies to top-k-
sampling (Dziri et al., 2021). There are two ways
decoding strategies can lead to hallucinated results.
First, the decoder can attend to irrelevant content of
source text which might add hallucinated content
to the output-generated text. Second, to include
diversity property so that it will help in generat-
ing text that will be diversified enough for certain
applications like automatic story generation, etc.
but it will lead to adding hallucinated content as
we increased the randomness of text generation by
sampling top-k samples instead of selecting using
the greedy approach i.e. selecting the most prob-
able token. Apart from these decoding strategies,
there is an exposure bias problem (Ranzato et al.,
2015), where there is a difference in decoding be-
tween training time and inference time. when the
target output text is longer, it is often observed that
the generated text diverges from the text that is al-
ready generated and adds hallucinatory content due
to this bias problem. Using large pre-trained mod-
els by fine-tuning to the corresponding resulting in
fluent text, this fine-tuning approach has become
important for any NLP tasks, but this approach
may result in the model memorizing the various
knowledge in the parameters (Madotto et al., 2020).
Since these models rely on parametric knowledge
more than the provided input text i.e. the model
using this large pre-trained language model uses
that parametric knowledge than taking information
from the given input source text which results in
adding unwanted or hallucinatory content that di-
verges from the expected output text.

Hallucination Detection and Mitigation There
are approaches proposed to identify hallucinated
content at the token level. (Zhou et al., 2021) pro-
pose a task of identifying each token in the gener-
ated output sentence with respect to source input
that is hallucinated or not-hallucinated. To validate,
they created synthetic data of machine translation
and summarization i.e which includes automati-
cally inserted hallucinations. An example of this
task for machine translation is shown in Figure 6.

This problem of token-level hallucination detection
is formulated as the task where a label of binary
i.e. either 0 or 1 is predicted for each word in the
output text with respect to the source text.

Figure 6: Token-level detection of hallucination in MT
task

For dataset creation, used training data to cre-
ate examples in a synthetic manner by substituting
the new hallucinated tokens in the target side au-
tomatically.BERT (Devlin et al., 2018) is suitable
for predicting the missing tokens or masked tokens
independently by using the context of both sides of
the masked token and is not suitable for generation
easily. Autoregressive decoders like GPT-2 (Rad-
ford et al., 2019) prove enough to generate text
auto-regressively and are suitable for generation
tasks. Since the generated words are conditioned
on left context only and generated masked token
which is similar to the process of how humans
writhe the text, due to this property they are able
to maintain fluency. As shown in Figure 8, used
the BART model (Lewis et al., 2020) to add the
hallucinated tokens for the masked token of input
text. The key challenge is that generated synthetic
hallucinated text should be a sentence that is fluent
and it doesn’t vary considerably in comparison to
the given input text. BART is a type of denoising
autoencoder that can be used to generate text ef-
fectively.Its training procedure entails providing
text that has been corrupted with an arbitrary noise
function and expecting the training model to learn
to reconstruct or generate the initially provided text.

Figure 7: Synthetic Hallucinated Data Preparation

After generating the hallucinated sentences, la-
beled tokens as 1 or 0 depending on whether it



is hallucinated or not. This labeling strategy was
based on Levenshtein distance, which gives ap-
propriate labels for each token of the generated
sentences. In this process, backtraced the dele-
tion and substitution operations using dynamic pro-
gramming, and all the positions involving these
operations in generated hallucinated sentences are
marked with the label of hallucinations, and the
rest are considered not-hallucinated. The process
of using a large pre-trained language model (LM)
on existing data with respect to a specific task and
eventually fine-tuning the pre-trained model is a
common practice in natural language understand-
ing. For fine-tuning, the input, original target, and
hallucinated target (S, T, T|) are combined and pro-
vided as input to the fine-tuned model. The final
loss is defined as L = Lpred + α Lmlm, where Lpred
is the binary label classification loss, Lmlm is the
masked LM Loss and α is the hyperparameter.

(Dhingra et al., 2019) and (Scialom et al., 2019)
discuss the problem of hallucination based on
sentence-level with involving tasks having refer-
ence text. (Maynez et al., 2020) deal with the hallu-
cination problem in the task of abstractive summa-
rization and provided large-scale human annotation
to prove that summarization models hallucinate
the content in the generated summaries. (Wang
and Sennrich, 2020) showed how the hallucination
problem exists in the machine translation tasks as
well. (Rebuffel et al., 2022) discuss the word-level
hallucination problem in the data-to-text generation
task.

(Liu et al., 2022) proposed a task of hallucination
detection which is at the granularity of the token
level and specific to the free-form text generation
systems. This approach takes generated text with
marked tokens as input and outputs whether the
marked tokens are hallucinated or not.

Figure 8: Overview of token-level reference-free hallu-
cination detection

A hallucination dataset named hades was also
created. For the creation of this dataset, they ini-
tially perform the operation of perturbation which

converts the existing raw text information to for-
mat of perturbed text. After that, it was given to
annotators to identify the given spans of text which
was perturbed in earlier process contain hallucina-
tions with respect to the given original text. It also
proposed two sub-tasks based on real-world NLG
applications i.e. offline setting and online setting.
It is considered that in an offline setting, generation
of text is completed and can use the bidirectional
context. In an online setting, unidirectional pro-
ceeding context is considered and it can be used
in applications where on-the-fly generation is re-
quired. To implement the token level hallucination
detection task they created baselines of feature-
based models like logistic regression and SVM etc.
using features like statistical/model-based features
and parsing features. Transformer-based models
are employed by using a pre-trained model and
perform fine-tuning to predict the binary hallucina-
tion labels for a given text span. These pre-trained
models include BERT, GPT-2, XLNet, RoBERTa.

5 Related Work on Hyperbole and
Metaphor Detection

Metaphors and hyperboles are the most used fig-
ures of speech in everyday utterances (Roger J.,
1996). In the recent years, there are efforts made
to understand metaphors and hyperboles compu-
tationally, giving rise to interesting techniques to
automatically detect and generate them.

The existing works on metaphor and hyperbole
detection deal with hyperboles and metaphors sep-
arately even though they have some common prop-
erties.

Hyperbole Detection Troiano et al. (2018) intro-
duced hyperbole detection as task of identifying
given sentence is hyperbole or not. They also re-
leased a ‘Hypo’ dataset for hyperbole detection.
They used a feature set composed of imageability,
unexpectedness, polarity, subjectivity, and emo-
tional intensity. The classification was done with
traditional ML based classification algorithms like
logistic regression, svm, etc. Kong et al. (2020)
introduced ‘Hypo-cn’, a Chinese dataset for hyper-
bole detection to complement Hypo. They showed
that deep learning models can perform better at hy-
perbole detection with increased data. There is an-
other work Biddle et al. (2021) using a BERT based
detection system to extract the literal sentences of
the hyperbolic counterparts in order to identify the
hyperbolic phrases effectively. They also released



a test suite to detect the quality of hyperbole detec-
tion models. Tian et al. (2021) proposed a hyper-
bole generation task to generate clause or sentence
level hyperbolic statements by completing an in-
put prompt. Zhang and Wan (2022) introduced an
unsupervised approach for generating hyperbolic
sentences from literal sentences. They introduced
two new datasets ‘Hypo-XL’ and ‘HYPO-L’ for
their experiments.

Metaphor Detection Metaphors have been ex-
tensively studied even before hyperbole detection
was introduced. Tsvetkov et al. (2014) intro-
duced the TSV dataset with 884 metaphorical and
non-metaphorical adjective-noun (AN) phrases col-
lected from the web for metaphor detection. They
showed that conceptual mapping learnt between lit-
eral and metaphorical use of words is transferable
across languages. Mohler et al. (2016) released
the dataset named LCC which contains sentence-
level annotations for metaphors in four languages-
English, Spanish, Russian, and Fars accounting
to 188,741 data instances in total. Steen (2010)
studied metaphor at word-level and was the first
to include function words for metaphor detection
with the new VUA dataset.

Metaphor detection has been studied in recent
years using pre-trained large language models.
Choi et al. (2021) used the contextual embed-
dings from large language models like BERT (De-
vlin et al., 2018) for the effective classification of
metaphoric sentences. Aghazadeh et al. (2022)
probed and analysed the metaphorical knowledge
gained by large language models by testing them
on metaphor datasets across languages.

6 Datasets and Analysis

There are no standard hallucination detection
benchmark datasets available for the sentence-level
hallucination detection tasks. Hence, existing
datasets like the E2E NLG dataset (Novikova et al.,
2017) are used to create hallucinated sentences
and existing hallucination annotation datasets like
XSum hallucination annotations (Maynez et al.,
2020) are used.

E2E NLG Dataset E2E dataset consists of differ-
ent pairs of meaning representations (mr) which are
key-value pairs of restaurant-related data and a flu-
ent sentence called reference which describes the
information of restaurants based on given key-value
pairs data. The example for the instance of this

dataset is given as follows: for a given mr key-value
pairs as, name [The Cotto], eatType [restaurant],
food [Chinese], priceRange [high], customerRat-
ing [4/5], Area[countryside], familyFriendly[no],
near[Lake view] and the associated reference fluent
sentence is given as - The four-star restaurant, The
Cotto offers a high-priced dining experience with a
selection of wines and cheeses. The Cotto can be
found near Lake View.

The details related to this dataset include a train-
ing data size of 42061 pairs of meaning representa-
tions (mr) and reference text. Validation or devel-
opment set includes 4672 meaning representation
pairs (mr) and associated text of reference. The test
data set includes 4693 pairs of mr and reference.

To create the hallucinated sentences for the
corresponding mr and reference, used a se-
quence2sequence model which takes meaning rep-
resentations which are a series of key-value pairs
that encode information about a restaurant as input
and output are the fluent sentences that describe
the restaurant based on the given input meaning
representations which are in key-value format. The
model is a simple sequence2sequence model and
returns the output sequences based on the beam
search evaluator i.e. it returns all the output se-
quences say if the beam size is k, it should return k
sequences and their associated probabilities. The
model is trained using the E2E dataset training data
and generate hallucinated data, collected the output
generated by model on unseen instance of data i.e.
development and test data. In total there are 9365
instances of data that contain meaning representa-
tions (mr) source information, original reference
text, and hallucinated reference text. The instance
of this data i.e. source data, reference text, and hal-
lucinated text are shown in Figure 9 This created
data of hallucinated sentences are used in further
sentence-level hallucination detection approaches.

XSum Hallucination Annotations XSum hal-
lucination annotations are large-scale human level
annotations performed on various abstractive sum-
marizer models using the XSum dataset (Narayan
et al., 2018). These annotations have labels for both
factuality and faithfulness with respect to world
knowledge and reference source input text respec-
tively. This helps in the analysis of what type of
hallucinations these systems often produce. Their
analysis shows that pre-trained models are perfom-
ing better in generating abstractive summaries flu-
ently as well as interms of metrics like ROUGE



Figure 9: Examples of E2E dataset along with hallucinated text

etc. But, they are prone to add hallucinated content
to the generated summaries. An example of this
abstractive summarization of data hallucinations
is shown in Figure 10. The faithfulness annota-
tions are collected by showing news articles and
system summaries to the evaluators and assigned
task of finding the hallucinated content spans that
are not implied from the given input article. Fol-
lowing this, the resultant data involves the infor-
mation as follows: bbcid: corresponding doc id
in the XSum dataset, system: neural summarizer
model name, summary: genereated system sum-
mary, hallucination-type: hallucination type (intrin-
sic or extrinsic), hallucinated-span: part of sum-

mary where hallucination is present in ‘summary’,
hallucinated-span-start: starting index of the hallu-
cinated span, hallucinated-span-end: ending index
of the hallucinated span, worker-id: id of the anno-
tator. The factuality annotations are also collected
by human evaluation by showing the related article
along with the hallucinated system summary to the
evaluators who are asked to assess the summary
whether it is factually correct or not. The result of
this process contains information as follows: bbcid:
doc id in the XSum dataset, system: neural summa-
rizer model name, summary: generated summary
by abstractive summarizer system used. is-factual:
yes/no, worker-id: id of the annotator.



Figure 10: Examples of Intrinsic and Extrinsic hallucinations in XSumFaith annotations dataset.

Hyperbole and Metaphor Datasets There are
existing hyperbole datasets like Hypo (Troiano
et al., 2018) which consists of 709 hyperbolic sen-
tences. Each sentence is accompanied by the para-
phrased literal sentence and a sentence that con-
tains the hyperbolic words or phrases in a literal
sense. The hyperbolic and paraphrased sentences
from the dataset amount to 1418 sentences. The
Hypo-L dataset (Zhang and Wan, 2022). consists
of 1007 hyperbolic sentences and 2219 paraphrased
sentences. The statistics of the hyperbole and
metaphor sentences in both the datasets are shown
in Table 1 .

Dataset (# sent.) Hyperbole # sent.
HYPO (1,418) ✓ 709

✗ 709
HYPO-L (3,326) ✓ 1007

✗ 2219

Table 1: Statistics of hyperbole datasets.

The two metaphor datasets- LCC (Mohler et al.,
2016) and VUA (Steen, 2010) statistics are shown
in Table 2.

Dataset (# sent.) Metaphor # sent.
TroFi (3,838) ✓ 1919

✗ 1919
LCC (7,542) ✓ 3802

✗ 3740

Table 2: Statistics of metaphor datasets.

7 Summary

This survey paper provides an overview, and de-
tailed background definitions with examples and
related work existing for the rare language phe-
nomena in natural language processing specifically
hallucination, hyperbole, and metaphor. It also ex-
amines the existing work’s limitations and areas
to improve along with the availability of datasets
for both the tasks i.e. hallucination detection and
hyperbole & metaphor detection. This work serves
as a study to understand the existing literature on
rare language phenomena like hallucination, hyper-
bole, and metaphor in order to propose effective
solutions for their identification.
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