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Abstract

Reduplication is a common linguistic phe-
nomenon in many languages, including Indian
languages, where it serves a distinct grammat-
ical and semantic function. However, in the
context of automatic speech recognition (ASR)
transcripts, reduplication can often be mis-
taken for repetition, leading to errors in down-
stream NLP systems that rely on these tran-
scripts as input. The unavailability of labeled
data for this task further impairs progress. In
this survey paper, we propose the task to clas-
sify reduplication vs. repetition in ASR tran-
scripts to improve the performance of disflu-
ency correction systems and downstream NLP
tasks. We also clearly deine the problem in
hand and the motivation behind the task. We
discuss about existing ASR datasets that can
be used to create new datasets for the task of
reduplication vs repetition classification.

1 Introduction

Reduplication is a linguistic phenomenon that in-
volves the repetition of all or part of a word to
create a new word with a different meaning or to
intensify the original word’s meaning. This phe-
nomenon is prevalent in many Indian languages
and is used to create plurals, express tense or as-
pect, or create new words with different shades
of meaning. However, reduplication can often be
confused with repetition, a type of disfluency in
spontaneous speech. Repetitions can significantly
inhibit the performance of downstream NLP tasks,
including machine translation. Disfluency detec-
tion and correction are frequently employed as pre-
processing steps to identify and remove such dis-
fluent words.

While disfluency detection has been studied ex-
tensively in English, it has received significantly
less attention in other languages, including Indian
languages. This lack of attention is especially con-
cerning as India is a land of many languages, with

over 700+ languages spoken nationwide. Provid-
ing healthcare, legal, and tourist information in
various Indian languages is essential to ensure ac-
cess to critical information for the population. Ma-
chine Translation provides a promising solution to
the challenges of manual translation, but the avail-
ability of Machine Translation technology is lim-
ited. Particularly in rural areas where illiteracy
rates are higher than in the rest of India, a more
accessible mode of access to Translation technol-
ogy is required. Speech-to-Speech Machine Trans-
lation systems provide a more accessible mode of
interaction, but they struggle with disfluencies of-
ten present in spontaneous speech.

Therefore, this study focuses on discriminating
reduplication from repetition in Indian languages.
We aim to develop a model that can effectively
classify reduplication and repetition to improve
the performance of Disfluency correction systems
and, in turn, downstream NLP systems that use
ASR transcripts as input. Specifically, we inves-
tigate the effectiveness of different features and
models for the task of reduplication vs. repeti-
tion classification in Indian languages. We also
analyze the impact of different types of reduplica-
tion and repetition on classification performance.
Our study will provide insights into the nature of
reduplication and repetition in Indian languages
and inform the development of more effective Dis-
fluency correction systems and Speech-to-Speech
Machine Translation systems.

2 Problem Statement

In this study, we address the problem of discrimi-
nating between reduplication and repetition in In-
dian languages given a speech utterance transcript.
Reduplication is a linguistic phenomenon where a
part or the entirety of a word is repeated to create a
new word or intensify the meaning of the original
word. It can occur at the beginning, middle, or end
of a word, and is a commonly used phenomenon in



many Indian languages. On the other hand, repe-
tition involves the exact repetition of a word with-
out any additional meaning. The distinction be-
tween reduplication and repetition is important for
many downstream NLP tasks such as speech-to-
speech machine translation, disfluency detection,
and speech synthesis. While reduplication and
repetition have been studied in English and other
languages seperately, very little research has been
done in the context of Indian languages. We aim
to develop models that can accurately distinguish
between reduplication and repetition in Indian lan-
guages, which can benefit a wide range of NLP
applications.

3 Motivation

Reduplication and repetition are common phenom-
ena observed in Indian languages. They involve
repeating a word or a portion of it to create new
forms, often with a different meaning or connota-
tion. For instance, in Hindi, the word "paani" (wa-
ter) can be reduplicated to form "pani-pani," which
means "a lot of water." Similarly, in Telugu, the
word "koti" (crore) can be repeated to form "koti-
koti," which means "innumerable." Reduplication
and repetition are extensively used in daily conver-
sations, poetry, and literature in Indian languages.

However, despite their widespread usage, redu-
plication and repetition are not well-studied to-
gether in computational linguistics. There is a lack
of research on how these phenomena can be lever-
aged to improve natural language processing tasks
in Indian languages. Additionally, the distinction
between reduplication and repetition is not always
clear, and there is a need for a systematic investi-
gation of their similarities and differences.

This motivates us to study reduplication and rep-
etition in Indian languages from a computational
linguistics perspective. Our goal is to explore their
patterns, meanings, and usage in different contexts
and to investigate how they can be effectively uti-
lized in natural language processing tasks such as
sentiment analysis, machine translation, and text
generation. Our research will contribute to a bet-
ter understanding of the unique features of Indian
languages and pave the way for the development
of more effective natural language processing sys-
tems for these languages.

4 Disfluency

Speech utterances are classified into two types:
read speech and conversational speech. The term
“read speech" refers to utterances in which the
speaker reads the information to be said from a
source. Conversational speech is natural and spon-
taneous, with the speaker thinking and articulat-
ing as they speak. Spontaneous or conversational
speech, may contain irregularities. One of the ir-
regularities is disfluency. Disfluencies are words
that appear in conversational speech but offer no
semantic sense to the phrase. Speakers often
use filler words, repeat fluent phrases, suddenly
change the content of speech, and make correc-
tions to their statements. These are some common
disfluencies. For example, below are a few disflu-
ent sentences with the disfluencies highlighted in
italics and bold:

Show flights from Boston on uh from Denver
on Monday.

Let us, I mean, let me work on the problem.
Well, this is this is you know a good plan.

Disflencies have often been viewed as noisy and
irregular events. While people generally don’t
even notice disfluencies in day-to-day conversa-
tion, early foundational work in computational lin-
guistics demonstrated how common they are. In
1994, using the Switchboard corpus, (Shriberg,
1994) shows that they appear remarkably regularly
in conversational speech. In fact, (Shriberg, 1994)
shows that for a sentence of 10-13 words, there is a
50% probability that it contains a disfluency. This
probability increases as the length of the sentence
increases. Figure 1 shows a plot of the proabibilty
that a sentence is disfluent vs. the length of the
sentence.

When disfluent words are present in a sentence,
they can add complexity, reduce semantic clarity,
and render the phrase non-fluent; which can be
detremental to downstream applications (such as
translation) that use the captured disfluent speech.

4.1 Structure of Disfluency

Multiple studies in conversation analysis, psy-
cholinguistics and computational linguistics such
as ((Hockett, 1973), (Schegloff, 1987), (Goodwin,
1986), (Levelt, 1983), (Hindle, 1983)) have inde-
pendently found the same surface form in a major-
ity of disfluencies. The disfluencies start with the
material that will ultimately be replaced, followed



Figure 1: The proportion of sentences from the Switch-
board dataset with at least one disfluency plotted
against sentence length measured in non-disfluent (i.e.,
efficient) tokens in the sentence. (Shriberg, 1994)

by optionally one or more editing phrases (such
as well" or "I’m sorry), ending the replacing mate-
rial. These regions are continuous, and removing a
continuous length of material containing the error
yields in the expected intended utterance.

(Shriberg, 1994) shows that a disfluency con-
sists of three components: reparandum (followed
by interruption point), then interregnum, followed
by repair. Figure 2 shows an example which con-
tains all the above mentioned components of dis-
fluencies.

Figure 2: Surface Structure of Disfluency

It is necessary to keep in mind that none of the
above parts are required to be present in every dis-
fluency. But a disfluent phrase, must include at
least one component. Below are the details of what
each component indicates in a disfluency:

• Reparandum contains words that were not
initially intended to be in the speech. As a re-
sult, this section contains one or more words
that will be repeated or corrected (in the event
of Repetition or Correction) or dropped en-
tirely (in case of a False Start).

• The interruption point follows, signalling
the conclusion of the reparandum. It has noth-
ing to do with any sort of pause or auditory

event.

• The interregnum comes after it. This section
consists of an editing word, a non-lexicalized
filler pause such as "uh," "um," or discourse
markers such as "well," "you know," or inter-
jections, or just an empty pause, i.e., a brief
period of stillness.

• The final stage is repair. In the repair step,
words from the reparandum are eventually re-
paired or repeated (in the case of Repetition
or Correction), or an entirely new phrase is
started (in the case of False Start).

Figure 3: Disfluencies with empty interregnum

Figure 4: Disfluencies with only interregnum

Figures 3 and 5 show examples where on of the
components of the disfluency is missing. In the ex-
ample in Figure 3, the reparandum is immediately
followed by the repair and the interregnum does
not show up as a textual cue in the sentence. Sim-
ilarly, in the example in Figure 5, the reparandum
and repair are not present, but the speaker talks
disfluently due to the presence of interregnum.

4.2 Types of Disfluency

There are various types of disfluency phenomena
which are not captured in the transcripts of the text
captured by ASR systems, such as unfilled pauses
and uncorrected prosodic errors. These are beyond
the scope of the present work. We hence look into
only those types of disfluencies in which a contigu-
ous stretch of linguistic material must be deleted to
arrive at the sequence the speaker “intended, likely
the one that would be uttered upon a request for
repetition. Such cases include a wide class of phe-
nomena commonly referred to as filled pauses, rep-



etitions, false starts, repairs, and a variety of other
terms.

According to (Honal and Schultz, 2003), disflu-
encies are classified into two types: simple and
complex disfluencies. Simple disfluencies include
filled pauses like “uh," “ah," and “um," as well
as discourse markers like “yeah," “well," “you
know," and “okay." This category also includes
interjections like “oops" and “ugh." Many times,
words like yeah, okay are also marked as filled
pauses.

In repetition or correction, the abandoned
phrase is repeated with just minor or no modifica-
tions in syntactical structure. On the other hand, it
is a false start if an entirely other syntactical struc-
ture with a distinct meaning is started following
the abandoned sentence. Edit occurs to convey
that the words said earlier were not meant. The
table below depicts the many sorts of disfluencies
and an example of each in English -

5 Reduplication

The act of repeating all or part of a word for em-
phasis or to communicate a meaning is known as
reduplication. It is common in Indian languages;
some examples of reduplication (Montaut, 2009)
in Hindi are given below:

देश में जगह जगह पर पुरानी इमारतें है |
यह लो तुम्हारी चाय. गरम गरम है, पयो |

सच सच बताओ |
In the context of disfluencies, we should high-

light that reduplication might be confused with
the repetition disfluency type. Reduplications are
grammatically valid deliberate repeats that should
not be classified as disfluencies. Hence we discuss
about reduplications in detail here.

Reduplication, unlike repetition, is a morpho-
logical process where the whole word or part of
it (root or stem) is repeated exactly or with some
change. Its importance is best summarized in
(Sapir, 2004) as, “Nothing is more natural (in lan-
guage) than the prevalence of reduplication, in
other words, the repetition of all or part of the rad-
ical element". Semantically, reduplication is used
to indicate concepts such as distribution, plural-
ity, frequency, customary activity, increase of size,
added intensity, continuance (Sapir, 2004). How-
ever, it should be noted that not all of these con-
cepts are expressed as reduplication in a given lan-
guage, and their usage can vary from language to
language. Reduplication is found in a wide variety

of languages, but here we discuss about reduplica-
tion only in English and Hindi languages.

5.1 Reduplication in English

There are several types of reduplication in En-
glish, ranging from casual expressive vocabulary
(rhyming, exact, ablaut, shm) to grammatically
meaningful forms (comparitive and contrastive fo-
cus). These are decribed below:

• Rhyming reduplication: When the repeated
word rhymes with the original word, the rep-
etition is called a rhyming compound, or a
rhyming reduplicative.

Examples: Easy-peasy, hocus-pocus, hokey-
pokey, itsy-bitsy, super-duper, etc.

• Exact reduplication: When the repeated
word rhymes with the original word, it is
called an exact reduplication. Exact redupli-
cations can be employed to emphasise then-
intensity of a word in several versions of
English ("He wants it now now"); in South
African English, ’now-now’ means’relatively
soon.’

Examples: Bye-bye, Aye-aye, back-to-back,
blah-blah, boo-boo, night-night, pom-pom.

• Ablaut reduplication: In ablaut reduplica-
tions, the first vowel is almost always a high
vowel (typically as in hit) and the redupli-
cated vowel is a low vowel (typically æ as in
cat or as in top).

Examples: Chit-chat, flip-flop, hip-hop,
jibber-jabber, ping-pong, sing-song, tick-
tock

• Shm-reduplication: This type of reduplica-
tion can be used with almost any word. Shm-
reduplication is more commonly found in in-
formal conversations and not formal text or
communication.

Examples: baby-shmaby, cancer-shmancer
and fancy-shmancy.

• Comparative reduplication: The reduplica-
tion of the comparative in the sentence "The
meadows got greener and greener" suggests
that the comparative is getting increasingly
true over time, essentially meaning "The
meadows appeared progressively greener as



Figure 5: Types of Disfluencies with description and example (Honal and Schultz, 2003)

time went on." The comparison in reduplica-
tion is of the thing being compared to itself
throughout time. This construction is com-
mon in speech, even in formal situations, al-
though it is less prevalent in formal written
texts.

• Contrastive focus reduplication: Exact
reduplication can be used in conjunction with
contrastive emphasis (usually when the first
word is stressed) to imply a literal, rather than
metaphorical, example of a noun, or possi-

bly a type of Platonic ideal of the noun, as
in "Is it carrot cheesecake or carrot CAKE-
cake?" This is comparable to the above de-
scribed Finnish use. It is also used to con-
trast "genuine" or "pure" goods with imita-
tions or less pure versions. In a coffee es-
tablishment, for example, one may be asked,
"Do you want soy milk?" and answer, "No, I
want milk milk." This suggests that they de-
sire "genuine" milk.



5.2 Reduplication in Hindi

In Hindi, certain parts of speech, such as nouns, ad-
jectives, adverbs, verb stems, interrogatives, etc.,
may be reduplicated (Jain, 2007) to indicate the
following:

• intensify the meaning of word or phrase

Example: जल्द जल्द काम खत्म करो (Finish
your work quickly)

• distribute an item, attribute, or quality
throughout a group of specific people across
time and space

Example:

फ्रांस केकोने कोनेमें बेकरी हैं (There are bakeries
in every corner of France)

. . . Distributed across space

यह गीता सालों सालों से हमारे प रवार में रही है
(This Geeta has been in our family for years.)

. . . Distributed across time

को रया में बड़ी बड़ी आँखों को सुन्दर माना जाता है
(Big eyes are considered beautiful in Korea.)

. . . Distributed quality among
people/objects

• to express frequency or thoroughness of ac-
tion

Example:

मावर्ल मूवीज के बारे में सुन सुनकर उससे रहा नहीं
गया और वह भी फल्म देखने चला गया (After re-
peatedly hearing about Marvel movies, he
could not stay and he also went to see the
movie) . . . frequency

• ask for details (especially in interrogative sen-
tences)

Example:

यूरोप में आप कहाँ कहाँ घूमे ? (Where all did
you travel in Europe?)

6 Datasets

To perform our task of distinguishing reduplica-
tion and repetition, we require speech corpora that
are annotated with disfluencies along with the tran-
scriptions of the speech. However, as discussed,
due to disfluencies often being treated as noisy and
irregular events, we often donot find annotations
of disfluencies in all speech corpora. Here, we

mention some available speech corpora with dis-
fluencies labelled along with synthetic methods to
add disfluencies to datasets without disfluenices.

6.1 Available datasets with disfluencies

Some of the common datasets which contain dis-
fluencies and have traditionally been used for dis-
fluency detection and correction are:

• SWITCHBOARD (SWBD) corpus: This is
a corpus of informal human-human tele-
phone conversations on various topics (God-
frey et al., 1992)

• AMERICAN EXPRESS/SRI corpus (also
known as AMEX corpus): A corpus of
human-human air travel planning dialogs
(Kowtko and Price, 1989)

• ATIS corpus: human-computer dialog in the
air travel planning domain (Dahl et al., 1994)

More recently, Disfl-QA (Gupta et al., 2021a) is
a dataset released for disfluency correction. Disfl-
QA is a derivative of SQUAD ((Rajpurkar et al.,
2016), (Rajpurkar et al., 2018)) with textual disflu-
encies in previously fluent questions .

6.1.1 SWITCHBOARD (SWBD) corpus
The SWBD corpus comprises almost three million
words from over 2430 telephone calls on diverse
themes. The corpus was compiled at Texas Instru-
ments and is made available by the LDC. More
details can be found in (Godfrey et al., 1992), we
discuss here specifically about the disfluent data
in the SWBD corpus. The dataset consists of 1694
disfluencies of which 1574 are basic disfluencies
while 120 are complex disluencies. There are 1227
disfluent sentences in the corpus.

6.1.2 AMEX corpus
Telephone conversations between SRI workers
and American Express travel agents comprise the
AMEX corpus of human-human air travel plan-
ning dialogues. There was no task assigned
in this corpus; rather, telephone conversations
between SRI employees and American Express
travel agents (i.e., calls containing real trip plans)
were tape-recorded once agents acquired the em-
ployee’s permission at the start of the call. More
details can be found in (Kowtko and Price, 1989),
we discuss here specifically about the disfluent
data in the AMEX corpus. The dataset consists of



745 disfluencies of which 672 are basic disfluen-
cies while 73 are complex disluencies. There are
423 disfluent sentences in the corpus.

6.1.3 ATIS corpus
The ATIS corpus is a large corpus of human-
computer dialog in the air travel planning domain.
In the ATIS task subjects were given various sce-
narios and they had to solve them by interact-
ing with a computer. More details can be found
in (Dahl et al., 1994), we discuss here specifi-
cally about the disfluent data in the ATIS corpus.
The dataset consists of 2586 disfluencies of which
2320 are basic disfluencies while 266 are complex
disluencies. There are 1228 disfluent sentences in
the corpus.

6.1.4 Disfl-QA dataset
DISFL-QA (Gupta et al., 2021b) extends the cur-
rent SQUAD-v2 dataset, a question-answering
dataset that contains curated Wikipedia para-
graphs and accompanying questions. Each query
linked with the paragraph was routed to a human
annotator and assigned the task of creating a con-
textual disuency utilising the paragraph as a source
of distractions.

7 Data augmentation

Due to the scarcity of gold-standard data for disflu-
ency correction, various data augmentation tech-
niques have been proposed to overcome this chal-
lenge. (Yang et al., 2020) propose a Planner-
Generator based architecture for generating disflu-
encies from fluent sentences. The Planner deter-
mines the optimal location for inserting disfluent
segments, and the Generator produces appropriate
disfluent segments accordingly.

In (Lee et al., 2020), the authors utilize aux-
iliary tasks, namely, Named Entity Recognition
(NER) and Part-of-speech Tagging (POS), along
with disfluency detection to improve the perfor-
mance of the model. However, since the Switch-
board disfluency detection data lacks NER tags,
an off-the-shelf model is used to annotate silver-
standard NER training data.

To generate large-scale disfluency detection
data, (Passali et al., 2022) employ rule-based meth-
ods, with a focus on repetition, replacement, and
restart disfluencies. Similarly, (Rocholl et al.,
2021) fine-tune a BERT model (Devlin et al.,
2018) on the Switchboard dataset to predict dis-
fluency labels for the Fisher corpus (Cieri et al.,

2004), and then use the automatically labeled sil-
ver data as an additional source of training data for
further finetuning.

8 Evaluation Metrics

In previous works, disfluency detection models
have been evaluated mainly using token-level pre-
cision, recall, and f1 score. However, some studies
have also explored the use of BLEU score to eval-
uate the quality of generated fluent sentences by
comparing them with reference sentences.

9 Conclusion

In conclusion, the task of distinguishing between
reduplication and repetition has been a challeng-
ing problem in the field of natural language pro-
cessing. Researchers have explored different ap-
proaches and techniques to identify disfluencies.
In addition, various datasets and data augmenta-
tion techniques have been explored for disfluency
detection, which is an essential task for distin-
guishing between reduplication and repetition in
speech. We also looked at the definition of redupli-
cation and its role in English and Hindi languages.

Despite the progress made in this field, there are
still many challenges that need to be addressed,
such as developing more accurate and efficient
models for disfluency detection, improving the
quality and quantity of annotated datasets, and
handling various types of disfluencies.

Overall, this survey paper has provided a com-
prehensive overview of the current literature in dis-
luencies in speech and reduplication in languages,
which can be used for the task of distinguishing
between reduplication and repetition.
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