Information Retrieval & Question Answering in Aviation Safety Domain

Raj Gite and Pushpak Bhattacharyya
Department of Computer Science and Engineering
Indian Institute of Technology Bombay
{rajgite, pb}@cse.iitb.ac.in

Abstract

In today’s digital world, a tremendous amount
of data is generated. Businesses use this data
to model their operation strategies. If data is
utilized effectively, then it is gold for these busi-
nesses. Information Retrieval and Question
Answering provide correct information at the
right time, helping businesses analyze a vast
collection of data effectively. Thus Informa-
tion Retrieval and Question Answering have
significant demand all over the industry.

Like other industries, in the commercial avia-
tion domain, there is massive data in the form of
aircraft accident reports, aircraft maintenance
manuals, and safety notifications. They serve
the aviation industry’s safety, maintenance, and
compliance demands. A Question Answering
System in the aviation domain would help serve
these above demands more effectively. We
present a Question Answering System using
Deep Learning for the aviation domain. Two
Question Answering paradigms, namely ab-
stractive and extractive, are explored. A Ques-
tion Answering system adopting both abstrac-
tive and extractive models is implemented to
handle all four types of questions: factoid, con-
firmation, list and descriptive.

In this paper, we present the literature review
done as a part to build the Question Answer-
ing System for aviation domain. We extensive
try to cover Information Retrieval and Ques-
tion Answering. In Information Retrieval, we
concentrate on dense retrieval, which uses se-
mantic features to retrieve passages relevant to
a question. A wide range of techniques is cov-
ered, grouped into two categories: transformer
models that perform re-ranking in multi-stage
architectures and dense retrieval techniques that
perform ranking directly. In Question Answer-
ing, we present two approaches: Deep Learning
based QA (DLQA) and KG guided DL based
QA. In DLQA, we discuss techniques falling
into two categories: open-book and closed-
book approaches. In open-book, we first access
the relevant passage/document and then fetch

an answer from the relevant passage/document.
In close-book, we fetch an answer without re-
trieving the relevant passage/document. QA
models lying under close-book approach store
the corpus information in their parameters,
making them very large. We can not use a close
book model trained on corpus A directly on cor-
pus B. Due to these two reasons, close-book
approaches are not that popular. In KG guided
DL based QA, we see several techniques and
focus mainly on the recent work (KG based
Text-enhanced QA). We also see two prelimi-
nary QA systems built for the aviation domain.

1 Problem Definition

In the aviation domain, there is a need to access
an extensive collection of documents. These docu-
ments include accident reports, maintenance man-
uals, and safety notifications. Currently, these
documents are not fully utilized due to poor ac-
cess mechanisms like manual look-up or string-
matching based search. Underutilization of these
documents compromises safety in the aviation do-
main. A Question Answering system can solve
this problem by providing correct information with
very little latency. We call such a system an Avi-
ation Question Answering system. Our goal is to
develop a system that performs Question Answer-
ing over text using Deep Learning. We call this
system Deep Learning based Question Answering
(DLQA). Given a question, DLQA produces an
answer and a list of relevant passages from where
the answer is derived.

DLQA is a subsystem of the Aviation Question
Answering system. Aviation QA also has another
subsystem called Knowledge Graph based Ques-
tion Answering (KGQA). These two subsystems
operate in parallel to answer questions in the avi-
ation domain. Unlike DLQA, KGQA performs
QA over Knowledge Graph. Figure 1 shows the
architecture of the Aviation QA system.
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Figure 1: Architecture of Aviation Question Answering System. KGQA and DLQA are the subcomponents of the

Aviation QA

2 Motivation

In the commercial aviation domain, safety is of
prime importance. Time and efforts of many peo-
ple are involved to ensure the safety of passengers
and aircraft. These include aircraft accident in-
vestigators, aircraft maintenance staff and a safety
compliance team. The nature of the job of the first
two people is quite clear from their titles, but it
is not for the safety compliance team. The safety
compliance team regulates the aircraft to comply
with the unsafe conditions notified by the regional
airspace authority. We see how exactly these peo-
ple contribute to safety in the aviation domain.
When an accident happens, investigators prepare
an accident report to collect all the information
about the accident. The details range from the
pilot’s flying experience to the surrounding envi-
ronmental conditions during the accident. Mainly,
the cause of the accident is recorded with minute
details as it is a primary factor in deciding the pre-
ventive steps. The preventive steps may be changes
in the design of an aircraft’s component or changes
in the operating procedures. Investigators formu-
late preventive measures by analyzing all these ac-
cident reports. One of the most straightforward
analyses is to check if there are accident reports
similar to a recent report and revisit them to for-
mulate a measure that will prevent accidents of the
same nature in the future. Usually, investigators

decide on designing a preventive measure only if
they find similar accident reports. A miss in finding
an old report similar to the recent report will not
provide enough confidence to investigators to act
on the recent report, leaving chances of a similar
accident in the future. Thus, aircraft accident in-
vestigators critically analyze the accident reports to
prevent accidents of the same nature in the future
and contribute to aviation safety.

During daily safety checks of an aircraft before
its next take-off, aircraft maintenance staff need
to resolve problems prompted by aircraft compo-
nents or conveyed by the flight crew. They need
to take desired actions to resolve the underlying
problem, for which they must go through an ex-
tensive collection of aircraft maintenance manuals.
These manuals enlist solutions to all kinds of prob-
lems for avionics, making them very technical and
large in volume. Maintenance staff search these
manuals and apply the enlisted solution. Searching
for desired information in these manuals is chal-
lenging because of their large size and less time
available. An undesired solution would compro-
mise safety but also add unnecessary maintenance
work. The simplest example is the swapping of a
working part. The working part then goes to its
Original Equipment Manufacturer (OEM). There it
is thoroughly inspected and is found to be working
correctly. Then it is again bought into function. All



this involves time, effort and money, and we do
not get safety. Thus, it is crucial for aircraft main-
tenance staff to appropriately refer to the mainte-
nance manuals to fetch the desired solution to the
problem. In this way, the aircraft maintenance staff
ensures an aircraft is safe to proceed with its next
in-air operation.

Aircraft accident investigators and aircraft main-
tenance staff often encounter unsafe conditions in
an aircraft during their daily job routine. They
inform the regional airspace authority of this un-
safe condition to make all aircraft operators aware
of it. The airspace authorities regularly notify all
the aircraft operators about such unsafe conditions
along with required compliance actions to ensure
the safety of the aircraft. Now, it is on the aircraft
operators to keep track of such notifications to en-
sure the safety of their aircraft and avoid fines for
missing on complying with these notifications. The
aircraft operators have a group of people to per-
form this task, called the safety compliance team.
This team needs to analyze the regulatory notifica-
tions, which are very large in numbers, to ensure
all aircraft follow the safety standards. The aircraft
operators are penalized with a hefty fine for miss-
ing a safety notification as it is a matter of aviation
safety. Thus, the safety compliance team must be
careful not to miss any aircraft from complying
with any safety notification.

It is evident that to ensure safety in the avia-
tion domain, there is a need to access an extensive
collection of documents. The accident investiga-
tors analyze aircraft accident reports to formulate
preventive measures (updations in operating pro-
cedures or improvements in the design of specific
aircraft parts). The maintenance staff search air-
craft maintenance manuals to resolve problems en-
countered during safety checks. Lastly, the safety
compliance team tracks safety notifications to en-
sure all aircraft follow safety standards. There is
a compromise in safety because, currently, avia-
tion documents are not fully utilized due to poor
access mechanisms like manual look-up or string-
matching-based search. A QA system will: en-
hance aircraft safety by providing desired informa-
tion with very little latency to the people involved
in ensuring aircraft safety, reduce the time and ef-
forts of accident investigators, aircraft maintenance
staff, and safety compliance team to access doc-
uments and cut maintenance costs by preventing
unnecessary repair which used to happen because

of unavailability of time and information.

3 Literature Survey

In this section, we review and synthesize past work
done in Information Retrieval and Question An-
swering. We begin with Information Retrieval. In-
formation Retrieval techniques can be grouped into
two categories: transformer models that perform
re-ranking in multi-stage architectures and dense
retrieval techniques that perform ranking directly.
We will see a few techniques from each category.
Question Answering techniques can also be catego-
rized into two classes: open-book and close-book.
Open-book techniques are based on retriever-reader
design. We will see a wide range of design ideas for
retrievers and readers. Close book techniques are
retriever-free and we will see how large Seq2Seq
language models are adopted for Question Answer-
ing. At last, we see two QA systems built for the
aviation domain.

3.1 Information Retrieval

This section provides an overview of neural net-
work architectures, specifically transformers de-
veloped for Information Retrieval. The combina-
tion of self-supervised pre-training and transformer
architecture has been responsible for shifting the
paradigm in IR. The transformer-based IR models
produce promising results across many domains
and are mainly categorized into two groups: re-
ranking in multi-stage architecture and direct rank-
ing (Yates et al., 2021). Relevance classification,
document and query expansion, and evidence ag-
gregation from multiple text segments are the ap-
proaches lying in the former category. The latter
techniques use variants of the transformer to learn
the dense representation of texts where the ranking
is done by comparing query and document rep-
resentation taking advantage of nearest neighbor
search.

3.1.1 Re-ranking in Multistage Architectures

Text re-ranking can be formulated as a text clas-
sification problem, where the document text are
classified into two categories: relevant and irrele-
vant. The document rank list can be computed by
ordering the documents in descending order of their
probability of lying in the relevant class. Nogueira
et al. (2019) present mono-BERT, a simple and
effective model for relevance classification.



3.1.2 Direct ranking using Dense
Representations

The biggest revolution in IR is moving away from
sparse features, mostly limited to exact matches,
to continuous denser representations for query and
text that can capture the semantics of the text. Text
mapping into a semantic vector space solves the
vocabulary mismatch problem faced by IR models
using sparse features. The relevance scorer for each
document is computed using similarity functions
like dot product, euclidean distance, etc., and then
documents are ordered in descending order of rele-
vance. There are two approaches for direct dense
retrieval:

* Single vector representations for text obtained
from simple bi-encoders and ranking based
on simple comparison operators such as dot
product.

Eg: Sentence-BERT (Reimers and Gurevych,
2019), DPR (Karpukhin et al., 2020), and
ANCE (Xiong et al., 2020).

» Multiple vector representations for text ob-
tained from enhanced bi-encoders and ranking
based on complex comparison operators.

Eg: ColBERT (Khattab and Zaharia, 2020),
ME-BERT (Luan et al., 2020), and Poly-
encoders (Humeau et al., 2019)

3.2 Deep Learning based Question Answering

Question Answering involves answering questions
using an information source. The information
source can be structured knowledge bases or un-
structured text. In this section we see Question
Answering over text. There are wide range of deep
learning techniques used to tackle Question An-
swering over text. Thus, we can also call this ap-
proach of QA as Deep Learning based Question
Answering. The textual information source can be
a collection of passages or documents. Depend-
ing on how the textual information source is used,
Question Answering techniques can be categorized
into two classes: open-book and close-book. Con-
sider the information source as a book. The pages
of the book can be either passages or documents.
In open-book, to answer a question, we find the rel-
evant pages (passages/documents) and then fetch
answers from those pages. The book remains open
and for each question we are allowed to use it. So,
the open-book approaches perform two steps: re-
trieval and reading. In close-book, the answer to

the question is generated using whatever the model
had remembered when it was given a chance to
open the book. The book is opened just once and
when questions are asked, the book is closed. So,
the close-book approach directly answers the ques-
tion without opening the book at inference time.
This section discusses a wide variety of open-book
and close-book techniques.

3.2.1 Open-book Approach

Retriever is usually regarded as an IR system. The
job of Retriever is to perform Information Retrieval,
which is to retrieve relevant passages/documents
to a given query in natural language. It involves
two steps: 1) mapping query and passages into a se-
mantic vectors space such that the relevance score
for relevant passages is high and that of irrelevant
passages is low, and 2) computing top-k relevant
passages by ordering the passages in the corpus
in the descending order of relevance score. There
are three types of Retrievers depending on the de-
sign used for encoding questions and documents:
Representation-based Retriever, Interaction-based
Retriever, and Representation-interaction Retriever,
as illustrated in Figure 2.

Representation-based Retriever: A dual-
encoder is used in Representation-based Retriever,
which involves two independent encoders like
BERT (Devlin et al., 2018) to encode question and
document, respectively. A single similarity score is
computed using the two representations for estimat-
ing relevance. ORQA (Lee et al., 2019) adopts a
Representation-based Retriever with two indepen-
dent BERT-based encoders to encode a question
and a document, respectively. The dot product of
query and document representations is used to com-
pute the relevance score. They also pre-train the re-
triever using Inverse Cloze Task (given a sentence,
predict its context). DPR (Karpukhin et al., 2020)
also employs a dual-encoder design like ORQA.
Instead of expensive pre-training, DPR uses an
objective function specially designed for seman-
tic search. Tuples containing a query, a positive
passage and a few negative passages are required
for training. The datasets only provide query and
positive passage pair. Thus to get negative pas-
sages, three mechanisms are used: random selec-
tions from the corpus, top documents returned by
BM25 that do not contain answer, and in-batch sam-
pling where the positive passages of other training
instances of the same batch are used to fetch nega-
tive passages using the above two mechanisms. It
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Figure 2: Three types of retrievers

is important to mention that their experiments show
that the dot product function is optimal for calcu-
lating the relevance score for a dual-encoder re-
triever. Representation-based method (Karpukhin
et al., 2020; Guu et al., 2020; Lee et al., 2019) can
be very fast because the representation of docu-
ments can be pre-computed and indexed ahead of
time. The effectiveness of Representation-based
Retriever is sacrificed because the query and doc-
ument representations are obtained independently,
leading to only shallow interactions between them.

Interaction-based Retriever: Interaction-based
Retriever gives query and document together as
an input to the network to model rich token-wise
interactions between the query and the document
using a transformer-based encoder (Devlin et al.,
2018; Vaswani et al., 2017), thus powerful. Nishida
et al. (2018) propose jointly training Retriever and
Reader using supervised multi-task learning (Seo
et al., 2016). Nishida et al. (2018) add a retrieval
layer to compute the relevance score between ques-
tion and document based on BiDAF and use a com-
prehension layer to predict the answer span’s start
and end index. Nie et al. (2019) develop two dense
retrievers: one for passage and the other for sen-
tence, both based on BERT. They model dense
retrieval as a binary classification problem where
they take each pair of question and document as
input and use the representation of [CLS] token to
determine the relevance. They emphasize the re-
quirement of both passage-level and sentence-level
retrieval for good performance. Rich token-wise
interactions make the Interaction-based method
powerful but at the cost of less efficiency. Such
a method requires heavy computation at the infer-

ence time, making it unsuitable for large document
collection.

Representation-interaction Retriever: In
order to get the best from both worlds,
Representation-based Retrievers and Interaction-
based Retrievers, some recent systems (Khattab
et al., 2021; Zhao et al., 2020; Nie et al., 2020)
combine these two methods and achieve both high
accuracy and efficiency. Such kinds of retriev-
ers are called Representation-interaction Retriev-
ers. For example, ColIBERT-QA (Khattab et al.,
2021) uses a retriever based on ColBERT (Khat-
tab and Zaharia, 2020), which includes a question-
document token-level interaction step to the dual-
encoder architecture for computing the relevance
between question and document. Similar to any
dual-encoder retriever like DPR (Karpukhin et al.,
2020), ColBERT-QA first encodes the question
and document independently using two BERT en-
coders. More formally, given a question ¢ and a
document d, having corresponding vector repre-
sentations from the encoders denoted as E,( ) and
E;(), the relevance score is computed using the
below MaxSim operator:

n
Sq.d = Z maziLy By .Eg;
i=1
ColBERT then computes the score of each query
token by considering all document tokens (maxi-
mum similarity matched document token is used)
and then sums all these scores as the final rele-
vance score between ¢ and d. SPARTA (Zhao et al.,
2020), another example adopting this retriever de-
sign, develops a neural ranker to compute token-
level similarity score using dot product between a



non-contextualized encoded query and a contextu-
alized encoded document. Precisely, given ques-
tion and document representations, the weight of
each query token is computed with max-pooling,
ReLU and log sequentially, and the final relevance
score is the sum of each question token weight.
Due to a good trade-off between accuracy and ef-
ficiency, Representation-interaction Retrievers are
promising but need further exploration.

Reader: The main component of any modern
QA system is the Reader. It differentiates a QA
system from an IR system. It is implemented as a
modified Machine Reading Comprehension (MRC)
model where an answer is inferred from a set of
documents and not just one specific document (orig-
inal MRC). There are two broad categories of Read-
ers: Extractive Reader, which fetches an answer
span from the documents, and Generative Reader,
which generates an answer using Seq2Seq models.

Extractive Reader aims to predict an answer’s
start and end position span from the retrieved docu-
ments. It assumes that the answer to the question
is present in the retrieved documents. There are
two approaches depending on whether the retrieved
documents are processed independently or jointly
for answer extraction.

Many foundational systems rank the retrieved
documents by the probability of answer inclusion
and only consider the most probable document to
extract the answer span. DS-QA (Lin et al., 2018)
has a dedicated Passage Selector module to select
the most probable document containing the answer
by ranking all retrieved documents based on answer
inclusion probability. As another example, DPR
(Karpukhin et al., 2020) computes the answer in-
clusion probability of a passage and a token being
the start and end position of an answer span using
BERT as a reader and selects the answer with the
highest probability after combining the two types
of probabilities. Such models fail to take advantage
of the evidence from multiple passages and fail to
answer multi-hop questions.

Unlike previous models, some systems extract
answer spans using all the retrieved documents
jointly. DrQA (Chen et al., 2017) extracts various
features like Part-of-Speech (POS), Named Entity
(NE) and Term-Frequency (TF), etc. from the re-
trieved documents and then a multi-layer Bi-LSTM
reader takes as input the question and documents
and predicts an answer span. The answer scores
are made comparable acorss documents by an un-

normalized exponential function along with agr-
max over all answer spans. As another example,
BERTserini (Yang et al., 2019) models a reader
based on BERT by removing the softmax layer
to enable answer scores to be compared and com-
bined among different documents. Clark and Gard-
ner (2017) propose a Shared-Normalization mech-
anism by modifying the objective function to nor-
malize the start and end scores across all documents
as using un-normalized scores (eg. exponential
scores or logits scores) for all answer spans is sub-
optimal. Clark and Gardner (2017) achieved a gain
in performance from such normalization. After
that, many OpenQA systems develop their read-
ers by applying this mechanism based on original
MRC models like BiDAF (Seo et al., 2016), BERT
(Devlin et al., 2018) and SpanBERT (Joshi et al.,
2020).

Generative Reader is designed to produce nat-
ural answers instead of text spans extracted from
documents. This is done using Seq2Seq models.
As an example, S-Net (Tan et al., 2018) combines
extraction and generation models to complement
each other. It uses an extraction model to collect
evidence by predicting the text-span boundary that
can be a potential answer. Then, the text span is
fed to the Seq2Seq model for final answer genera-
tion. Recently, some QA systems use pre-trained
Seq2Seq language models, like BART and TS5, to
develop their Readers. RAG (Lewis et al., 2020)
adopts a pre-trained BART model as its reader and
uses DPR for retrieval. FID (Izacard and Grave,
2020) first encodes each retrieved document in-
dependently using T5 or BART encoder and then
performs attention over all the output representa-
tions using the decoder to generate the final answer.
It also uses DPR for retrieval. However, Generative
Readers need to be futher explored because they
suffer from syntax error and incoherency.

3.2.2 Close-book Approach

Large Seq2Seq Language Models based on Trans-
former architecture have greatly improved down-
stream NLG tasks. They are pre-trained on large
data in an unsupervised setting. Such models in-
clude GPT-2 (Radford et al., 2019), GPT-3 (Brown
et al., 2020), BART (Lewis et al., 2019) and T5
(Raffel et al., 2020). GPT adopts a left-to-right de-
coder of Transformer while BART and T5 use both
encoder and decoder of Transformer. These mod-
els have the capability to store knowledge from
large-scale text data in their underlying parame-



ters and can directly be used for question answer-
ing without access to external knowledge (corpus).
For example, GPT-2 is able to generate the an-
swer given only a question without fine-tuning cor-
rectly. GPT-3 achieves competitive performance
with few-shot learning compared to prior state-of-
the-art approaches. Recently, Roberts et al. (2020)
performed experiments to evaluate the capability
of these language models for question answering
without access to external knowledge and found
that these language models gain impressive per-
formance on various benchmarks inventing a new
approach of Retrieval-free methods to QA.

3.3 Knowledge Graph guided Deep Learning
based Question Answering

Question Answering involves answering questions
using an information source. The information
source can be structured knowledge bases (like
knowledge graphs) or unstructured text. In this sec-
tion, we see Question Answering over knowledge
graphs and unstructured text. We call such QA
Knowledge Graph guided Deep Learning based
Question Answering. Before moving forward, let
us first understand various approaches for Ques-
tion Answering over Knowledge Graph (KGQA).
These methods can be roughly categorized into
two main groups: semantic parsing based (SP-
based approaches) and information retrieval based
approaches(IR-based approaches). SP-based ap-
proaches aim to construct a semantic parser to
convert natural language queries to KG-friendly
queries, which can be used to query the KG to
find answers. These approaches require supervised
training and thus are limited to specific domains.
Several efforts are made to overcome these lim-
itations (Abujabal et al., 2017; Hu et al., 2017;
Krishnamurthy and Mitchell, 2012; Liang et al.,
2013).

In IR-based approaches, a set of candidate an-
swers from the knowledge graph are constructed
and then the question and candidate answers are
mapped into vector space for calculating the sim-
ilarity scores between them. The foundation and
significant part of IR-based approaches is trans-
forming questions and passages into semantic vec-
tor space. Several pioneer works (Bordes et al.,
2014; Dong et al., 2015; Hao et al., 2017; Xu et al.,
2016a,b) use neural networks to learn the represen-
tation of question and candidate answers. Entity
description text significantly enhances knowledge

graph embedding model performance in the area
of knowledge graph representation as they contain
rich entity information. This gives space to improve
the context representation of candidate answers by
rational utilization of unstructured text from the
corpus, paving the way towards the combination of
knowledge graph and text for Question Answering.

Tian et al. (2021) propose a novel model to
improve the representation of candidate answers
by associating entities with external text. A co-
occurrence network is used to associate entities in
knowledge graph with external description text (ex-
ternal information) along with a novel approach
to describe candidate answer in knowledge graph
(internal information) and apply an attention model
to fuse these internal and external information as
shown in Figure 3. The candidate answers are pro-
duced by fetching the topic entities of a question
from Freebase and using their two-hop nodes as
candidate answers. The embedding representation
for questions is obtained from Transformer’s en-
coder. A co-occurrence network is used to get
entity description text for each candidate answer.
The entity description text constructs external in-
formation for the candidate answers through word
embedding matrix. The internal information of
candidate answers comprises of entity itself, entity
type, entity relation and entity context. An atten-
tion mechanism is applied to jointly combine the
internal and external information to get a promising
representation for candidate answers. Lastly, a sim-
ilarity score for each candidate answer is computed
using the generated vector representations.

The internal information about candidate an-
swers is encoded using the TransE (Bordes et al.,
2013) knowledge graph embedding model. Three
aspects of the answer, the embedding of the can-
didate answer itself, the average of embeddings
of relations that appear on the answer path and
the average of embeddings of entities and relations
that directly connect to the answer entity from the
knowledge graph are used to describe the candidate
answer.

The external information of candidate answers is
represented as follows. Given a knowledge graph
G and textual corpus C = cl,¢2,..,cn, we an-
notate the text corpus with knowledge graph’s en-
tity labels using entity linking tool to get entity-
annotated text corpus A = al, a2, ...,am , where
m < n, as multiple adjacent words could be la-
beled as one entity. Next, we construct a co-
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Figure 3: Knowledge Graph based Text-enhanced Question Answering

occurrence network to bridge the candidate an-
swer entity and the entity-annotated text corpus
A. Using the co-occurrence frequency, each candi-
date answer gets its external neighboring nodes. A
weighted average of these external nodes is com-
puted to get the external information representation
embedding of the candidate answer.

An attention model is created to dynamically ag-
gregate vectors in order to fully integrate internal
information from the knowledge graph and exter-
nal information from the text corpus.. The degree
of attention is assessed for each candidate answer
based on how closely the representation of the in-
put question and various answer aspect embeddings
relate to one another. In this way text information
outside the knowledge graph is utilized to enhance
the representation ability of candidate answers for
the task of QA.

Tian et al. (2021) also carry out in-depth tests to
assess the parts of their model. Figure 4 displays
the model’s performance for various component
combinations. Transformer refers to the fact that
just Transformer Encoder network is utilized to
obtain a representation of the query and that the
many aspects of the response are not employed.
External information refers to context information
obtained from the text corpus outside of the knowl-
edge graph. Internal information indicates that the
knowledge graph’s answer components are used,
while the text corpus is disregarded.

Methods Macro F1
Transformer 39.8
Transformer + external information 41.8
Transformer + internal information 42.5
Transformer + internal and external information 43.7

Figure 4: Result

The conclusions derived from the results in Fig-
ure 4 are as follows. First, employing internal infor-
mation can result in a higher F1 score when utilised
alone, as opposed to using external information.
This indicates that the knowledge graph’s informa-
tion is more comprehensive and more suited to the
representation of candidate answers. Then, the ex-
ternal description data filtered by the co-occurrence
network can effectively amplify the candidate an-
swers’ contextual data. The model’s performance
can be further enhanced and the best grade can be
attained by making full use of both internal and
external data.

3.4 Question Answering Systems in Aviation
Safety Domain

Question Answering has been a widely explored
area in general. However, not much progress
has been made in the aviation domain due to
the frequently occurring in-domain technical jar-



gon. A few existing works use large pre-trained
transformer-based language models for Question
Answering. Kierszbaum and Lapasset (2020) use
Distilled BERT for Question Answering on ASRS
reports for a small set of documents and limited test
data. Arnold et al. (2020) employs a BM25-based
retriever, followed by BERT fine-tuned for QA on
a general domain data set.

3.4.1 Distilled BERT for Question Answering

Kierszbaum and Lapasset (2020) performed QA
on Aviation Safety Reporting System’s (ASRS) in-
cident reports. These reports have many sections.
For QA, only the narrative sections are used. There
is no use of a document/passage retriever. The
report on which question answering has to be per-
formed is given to Distilled BERT. Distilled BERT
takes the report’s narrative as context along with
the question and fetches the text span from the
narrative as an answer to the question. Distilled
BERT is the same as BERT but with less number
of parameters. It does inference faster compared to
BERT but also preserves the performance. Distilled
BERT is fine-tuned on SQuAD dataset for Machine
Reading Comprehension task. Distilled BERT was
evaluated on a very small set of documents and
limited types of questions. This QA system was
developed to assist experts in using ASRS reports
in a precise and restrictive setting.

3.4.2 BM25-BERT pipeline for Question
Answering

Arnold et al. (2020) performed QA on Flight Crew
Operating Manuals (FCOM). BM25 is used to re-
trieve passages relevant to the question. These
passages are then passed to the BERT model to
get answer spans. BERT large was fine-tuned us-
ing a multi-task approach. In the multi-task ap-
proach, the model is fine-tuned on multiple tasks
simultaneously to improve all tasks’ generalization
performance. Two tasks were used. The first one
was the standard Machine Reading Comprehension
task. The second was a classification task, where
the model had to predict whether the answer to
the question was present in the context passage.
SQuAD 2.0 dataset was used for fine-tuning as
it contains all the information for both the tasks.
The objective functions of each task were added
together and then minimized. The results conveyed
that the multi-task approach improves the perfor-
mance of QA compared to single-task fine-tuning.

4 Summary

In this paper, we summarize the most relevant and
recent literature of Information Retrieval and Ques-
tion Answering that was referred to develop a Ques-
tion Answering system over text using Deep Learn-
ing for the aviation safety domain. Information
Retrieval techniques are grouped into two cate-
gories: transformer models that perform re-ranking
in multi-stage architectures and dense retrieval tech-
niques that perform ranking directly. The former
set of methods performs rich interactions between
query and passage terms and thus has better accu-
racy than the latter set of methods. The accuracy
comes with a compromise in efficiency; thus, these
methods are not scalable for large corpus. The di-
rect ranking techniques are not as accurate as the
re-ranking techniques but are very efficient, mak-
ing them popular. We present two approaches to-
wards QA: DLQA and KG guide DL based QA.
DLQA techniques are categorized into two classes:
open-book and close-book. The open-book meth-
ods perform two steps: retrieval and reading. Re-
triever retrieves relevant passages and Reader uses
those passages to find an answer. Retrievers are
of three types: Representation-based, Interaction-
based, and Representation-interaction Retrievers.
The first are efficient, the second are accurate, and
the third are efficient + accurate. Readers are also
of two types: Extractive readers and Generative
readers. The former extracts text spans and the lat-
ter generates text from the relevant passages. The
close-book methods directly answer questions by
storing corpus information in learnable weights.
Thus they demand a lot of training and are also
large in size, making them not so attractive and
exciting. In KG guided DL based QA, we discuss a
novel method that utilizes text information outside
the knowledge graph to enhance the representation
ability of candidate answers for the task of QA. At
last, we see two QA systems in the aviation domain
built using BM25 and BERT.
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