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Abstract
Disfluencies that appear in the transcriptions from automatic speech recognition systems tend to impair the performance of downstream NLP tasks like machine translation. Disfluency removal models can help alleviate this problem. However, the unavailability of labeled data in low-resource languages impedes progress. In this survey paper, we clearly state the problem in hand and the motivation behind doing disfluency removal. Next, we discuss speech-to-speech machine translation to understand where disfluency detection fits. Then, we cover the disfluency phenomenon in great detail. We also describe the prior works to solve the disfluency detection problem.

1 Problem Statement
Spontaneous speech contains many irregularities, e.g., disfluency, which are not evident in read speech. Due to the presence of irregularities in speech, the transcriptions from Automatic Speech Recognition systems may also retain the irregularities, which makes the downstream tasks difficult. Machine Translation is not an exception to that. Our problem statement is to explore the disfluencies and develop models to remove disfluencies from Automatic Speech Recognition transcriptions and prepare them for Machine Translation.

2 Motivation
Translation of speech in one language to speech or text in another language sees a huge range of applications, e.g., movie subtitling, movie dubbing, conversing with foreign-language speakers. Previously, people had to confine themselves to their native languages only. Nevertheless, these developments have reduced the language barrier and allowed people from different places to share their ideas. Many of the current systems are able to handle fluent speeches well, but they suffer in the case of spontaneous speeches. Spontaneous speech contains many irregularities, e.g., disfluency, which are not evident otherwise. Even if Automatic Speech Recognition (ASR) does its task of transcribing each of the uttered words correctly, the transcriptions may reflect the irregularities. Downstream NLP tasks such as parsing, machine translation, and summarization are usually trained on well-formed sentences. Hence, disfluencies in automatically transcribed text pose a significant challenge for downstream NLP tasks (Rao et al., 2007; Wang et al., 2010). Disfluency detection/correction is often used as a preprocessing step for NLP, where the goal is to identify/remove the disfluent words (Shriberg et al., 1992). While disfluency detection has been extensively studied for English (Honal, 2003; Zayats et al., 2014), it has received far less attention in other languages. This is largely due to the lack of labeled data for other languages. This motivates us to investigate disfluencies and their removal mechanism in both high-resource and low-resource settings.

3 Speech-to-Speech Machine Translation
Speech-to-Text translation is the task of translating speech in one language to the text in another language. There are two ways to build speech-to-speech Machine Translation models, viz. (1) using direct end-to-end models (Jia et al., 2019b; Lee et al., 2022), (2) using cascaded models. Cascaded models convert the translated text (from source speech) into the speech in the target language using a text-to-speech (TTS) model (Wang et al., 2017). Now, we will discuss the two approaches for the speech-to-text translation (ST) task — Cas-
We can arrive at Equation \( \text{output} \). Equation \( \text{output} \) contains only 1 hypothesis, the 1-best ASR transcription to the target language. et al. to equation and output (\( t \)). The independence assumption of input (\( \mathcal{H} \)) over all the transcription \( H \) shows our goal.

### 3.1 Cascaded Model

We can arrive at Equation 2 by marginalizing over all the transcription \( S \in \mathcal{H} \). Then, we use the chain rule to get Equation 3. Conditional independence assumption of input (\( S \)) and output (\( T \)), given the transcript (\( X \)) leads to equation 4. In Equation 5, we consider \( \mathcal{H}' \) contains only 1 hypothesis, the 1-best ASR output. Equation 5 justifies the decomposition of cascaded models into MT and ASR models.

\[
T^* = \arg \max_{T \in \mathcal{T}} P(T|X) \tag{1}
\]

\[
= \arg \max_{T \in \mathcal{T}} \sum_{S \in \mathcal{H}} P(T, S|X) \tag{2}
\]

\[
= \arg \max_{T \in \mathcal{T}} \sum_{S \in \mathcal{H}} P(T|S, X)P(S|X) \tag{3}
\]

\[
\approx \arg \max_{T \in \mathcal{T}} \sum_{S \in \mathcal{H}} P_{\text{MT}}(T|S, X)P_{\text{ASR}}(S|X) \tag{4}
\]

\[
\approx \arg \max_{T \in \mathcal{T}} \sum_{S \in \mathcal{H}'} P_{\text{MT}}(T|S, X)P_{\text{ASR}}(S|X) \tag{5}
\]

Cascaded models use a pipeline of ASR and MT for speech-to-text MT. Firstly, the ASR model (Schneider et al., 2019; Baevski et al., 2020) generates the transcription in the source language. Then, the MT model (Bahdanau et al., 2015; Vaswani et al., 2017) translates the transcription to the target language.

### Limitations

**Erroneous Early Decisions:** Cascaded models suffer from the well-known problem of error propagation due to considering an erroneous 1-best ASR output. A possible solution to this problem is to increase the hypothesis space \( \mathcal{H}' \) in Equation 5.

**Information Loss:** Cascaded models lose useful information due to the conditional independence assumption in Equation 4. Prosody not only helps in disambiguation but also conveys useful information about the speaker, but the transcription from the ASR model is unable to capture that. Hence, the MT model is unaware of the prosody (since the MT model only considers the ASR transcription).

### 3.2 End-to-end Model

End-to-end models (Bansal et al., 2017; Weiss et al., 2017; Jia et al., 2019a; Liu et al., 2019) directly generate text in the target language from the source language. These models have to learn the complex mapping of source speech utterances to the translated text. Due to this fact, these models need a huge amount of source speech data to work well. Also, the end-to-end corpora (speech utterances and translated text pair) is harder to get than ASR or MT data.

### 4 Disfluency

Spontaneous speech, like the conversation between multiple people, may contain irregularities. One of the irregularities is disfluency. In contrast to texts containing more formal language, such as articles in a newspaper or broadcast news texts, spontaneous speech includes a huge number of sentences that are not fluent. The elements that make a sentence not fluent are referred to as “disfluencies”. Speakers often use filler words, repeat fluent phrases, suddenly change the content of speech, and make corrections to their statements. These are some common disfluencies. Also, speakers use words like “yeah”, “well”, “you know”, “alright”, etc., which do not contribute to the semantic content of the text but are only used to fill pauses or start a turn, are considered to be disfluent. We give an example of a disfluent sentence. Disfluent parts are highlighted.

Example: **Well, this is** this is **you know** a good plan.

#### 4.1 Types of Disfluencies

Here, we assume that the disfluencies occur at the sentence level and do not span over multiple sentences. The annotation of disfluencies varies slightly from corpus to corpus. We will discuss the classification borrowed from Honal (2003). The complexity of disfluencies ranges from simple types to complex types. We will start with simple types. Filled pauses like “uh”, “um”, “ah” and discourse markers like...
“well”, “yeah”, “alright”, “you know”, “okay” are considered as simpler disfluencies. Many times, words like “yeah”, “okay” are marked as filled pauses. Interjection includes words like “oops”, “ugh”, “uh-huh”. In repetition or correction, the phrase which is abandoned is repeated with only slight or no changes in the syntactical structure. On the other hand, if a completely different syntactical structure with a different semantic is started after the abandoned phrase, then it is a false start. Edit occurs to indicate that the words which just previously have been said are not intended. We present the types of disfluencies in a tabular format with examples in Table 1.

4.2 Surface Structure of Disfluencies

Now, we demonstrate the structure of disfluencies, which gives a common pattern (Shriberg, 1994). A disfluency can be divided into three sections: reparandum (followed by interruption point), then interregnum, then repair. We show an example in Figure 1. It is important to note that none of the sections is mandatory to be present. But obviously, a disfluent sentence would contain at least one section. Reparandum contains those words which are originally not intended to be in the utterance. Thus this section consists of one or more words that will be repeated or corrected (in case of Repetition or Correction) or abandoned completely (in case of a False Start). Then comes the interruption point which marks the end of the reparandum. It is not connected with any kind of pause or audible phenomenon. It is followed by the interregnum. This part consists of an editing term, or a non-lexicalized filler pause like “uh”, “um” or discourse markers like “well”, “you know” or interjections or simply an empty pause, i.e., a short moment of silence. The last part is repair. Words from the reparandum are finally corrected or repeated (in case of Repetition or Correction), or a completely new sentence is started (in case of False Start) in the repair section. Figure 2 shows an example of disfluency without interregnum. It is an example of Correction, i.e., “we will” is corrected as “we can”. Figure 3 shows an example of disfluency which does not have reparandum or repair. This example contains the discourse marker “well” in the interregnum.

5 Disfluency Detection

In this section, we will discuss various approaches for disfluency detection. It is important to note that the approaches in different subsections might be overlapping.

5.1 Sequence Tagging Model

Sequence tagging based approaches use classification techniques to label individual words (Liu et al., 2006; Ostendorf and Hahn, 2013; Zayats et al., 2014; Ferguson et al., 2015; Hough and Schlangen, 2015; Zayats et al., 2016; Wang et al., 2018). We classify each token as fluent/disfluent tags or begin/inside/outside (BIO) tags. Previous works have used Hidden Markov Models (HMM) (Liu et al., 2006), Conditional Random Field (CRF) (Liu et al., 2006; Georgila et al., 2010; Ostendorf and Hahn, 2013; Zayats et al., 2014), Max-Margin Markov Networks (M^3N) (Qian and Liu, 2013), Semi-Markov CRF model (Ferguson et al., 2015), Recurrent Neural Network (RNN) (Hough and Schlangen, 2015), bidirectional Long Short-Term Memory (Bi-LSTM) (Zayats et al., 2016), Bi-LSTM with attention mechanism (Wang et al., 2016), Transformer (Wang et al., 2020a) etc. as sequence tagger.
<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
<th>Constituents</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filled Pause</td>
<td>Non lexicalized sounds with no semantic content.</td>
<td>uh, um, ah, etc</td>
<td>but <strong>uh</strong> we have to go through the same thing.</td>
</tr>
<tr>
<td>Interjection</td>
<td>A restricted group of non lexicalized sounds indicating affirmation or negation.</td>
<td>uh-huh, mhm, uh-uh, ugh, uh-oh, oops etc.</td>
<td><strong>Oops</strong>, I did not know that you would get hurt.</td>
</tr>
<tr>
<td>Discourse Marker</td>
<td>Words that are related to the structure of the discourse in so far that they help beginning or keeping a turn or serve as acknowledgment. They do not contribute to the semantic content of the discourse.</td>
<td>well, you know, okay, yeah etc.</td>
<td><strong>Well</strong>, this is a good plan.</td>
</tr>
<tr>
<td>Repetition or Correction</td>
<td>Exact repetition or correction of words previously uttered. A correction may involve substitutions, deletions or insertions of words. However, the correction continues with the same idea or train of thought started previously.</td>
<td></td>
<td>If I <strong>can’t</strong> don’t know the answer myself, I will find it.</td>
</tr>
<tr>
<td>False Start</td>
<td>An utterance is aborted and restarted with a new idea or train of thought.</td>
<td></td>
<td><strong>We’ll never find a day</strong> what about next month?</td>
</tr>
<tr>
<td>Edit</td>
<td>Phrases of words which occur after that part of a disfluency which is repeated or corrected afterwards or even abandoned completely. They refer explicitly to the words which just previously have been said indicating that they are not intended to belong to the utterance.</td>
<td></td>
<td>We need two tick-ets, <strong>I’m sorry</strong>, three tickets for the flight to Boston.</td>
</tr>
</tbody>
</table>

Table 1: Types of Disfluencies with description and example (Honal, 2003)

5.2 Parsing based Model

Parsing-based approaches detect disfluencies along with identifying the syntactic structure of the sentence (Rasooli and Tetreault, 2013; Honnibal and Johnson, 2014; Wu et al., 2015; Yoshikawa et al., 2016; Jamshid Lou and Johnson, 2020b). Jamshid Lou and Johnson (2020b) focus on joint disfluency detection and constituency parsing of transcriptions. In Figure 4, we show an example from the paper. The **reparandum**, **filled pauses** and **discourse markers** are denoted by **EDITED**, **INTJ** and **PRN**, respectively.

5.3 Noisy Channel Model

The main idea behind a noisy channel model of disfluency is that we assume there is a fluent source sentence $X$ to which some noise has been added, resulting in a disfluent sentence $Y$. The goal is to find the most likely fluent sentence given $Y$ (Johnson and Charniak, 2004; Zwarts and Johnson, 2011; Jamshid Lou and Johnson, 2017).

5.4 Translation Based Models

Dong et al. (2019) treat disfluency detection as a translation task from disfluent sentences to fluent sentences. They adapt a neural machine translation model to achieve that. Addition-
ally, they use constrained decoding, denoising autoencoder. They also take into account a penalty factor to reduce wrong deletions (i.e., fluent words tagged as disfluent).

5.5 Using Acoustic/Prosodic Cues

Most of the research work on the disfluent text. However, they miss the prosodic cues from the speech. So, some prior works investigated the use of acoustic-prosodic features along with the disfluent text (Ferguson et al., 2015; Zayats and Ostendorf, 2019; Tran et al., 2018)

5.6 Data Augmentation

Since the available amount of data for disfluency correction is small, previous research worked on augmenting data. These data augmentation techniques help in overcoming the dearth of gold-standard data. Yang et al. (2020) propose Planner-Generator based architecture for generating disfluencies from fluent sentences. The Planner decides where to insert disfluent segments, and the Generator generates appropriate disfluent segments accordingly.

Lee et al. (2020) use auxiliary tasks, namely, Named Entity Recognition (NER) and Part-of-speech Tagging (POS), along with disfluency detection. Since Switchboard disfluency detection data does not have NER tags, they use an off-the-shelf model to annotate silver-standard NER training data.

Passali et al. (2022) generate large-scale disfluency detection data using rules. They focus on repetition, replacement and restart disfluencies.

Rocholl et al. (2021) first finetune BERT model (Devlin et al., 2019) on Switchboard dataset. Then, they use the model for predicting disfluency labels of Fisher corpus (Cieri et al., 2004). Next, they use the automatically labeled silver data as an additional source of training data for further finetuning.

5.7 Semi-supervised Methods

Prior works (Wang et al., 2018, 2020a; Saini et al., 2021; Wang et al., 2021) have proposed the use of unlabeled data alongside the labeled data for improving the performance of disfluency detection models. Wang et al. (2018) use denoising auto-encoder, multi-task learning, weight sharing and generative adversarial network (GAN) to achieve that. They use two partially shared encoders (Transformer based), one totally shared decoder (Transformer based) and a discriminator. They use one encoder for unlabeled data and the other one for labeled data. The discriminator is used to judge whether the output from the encoder is from labeled or unlabeled data. They have two tasks in hand — generating fluent sequence and generating (disfluency) label sequence.

Wang et al. (2020a) construct a large-scale pseudo training data by randomly adding or
removing words from unlabeled data. Then, they propose two self-supervised objectives for pre-training a model with pseudo training data, followed by finetuning the model on a little amount of disfluency detection data. They use the following two tasks for self-supervised learning: (1) a sequence tagging task to detect the newly added noisy words, and (2) a sentence classification task to distinguish the original sentences from the corrupted sentences.

5.8 Unsupervised Methods

Some prior works investigated unsupervised disfluency detection, which does not use labeled sentences at all. Wang et al. (2020b) combine self-training and self-supervised learning to achieve that. They first construct two types of large-scale pseudo data, viz. by (1) randomly adding or removing words from fluent sentences and (2) randomly adding words to fluent sentences. They train a sentence grammaticality judgment model using pseudo data (1) with a self-supervised learning method, and a weak disfluency correction model (teacher model) using pseudo data (2) with self-supervised learning. Then, they generate pseudo labels of ASR outputs using the teacher model. Words tagged as disfluent in the pseudo labels are deleted from the sentences. Then, they pass these sentences through sentence grammaticality judgment model to select sentences with high-quality pseudo labels. Next, they train a student model on the selected pseudo-labeled sentences. They iterate the process by using the student model as the teacher model (to generate new pseudo labels) and training a new student model, until performance stops improving.

Saini et al. (2021) use ideas from style transfer models, backtranslation, and reconstruction loss to achieve unsupervised disfluency correction. They use a single encoder and a single decoder to translate in both directions, i.e., disfluent text to fluent text and vice versa. The decoder is additionally conditioned using a domain embedding (from a pre-trained CNN model), which conveys the direction of translation.

5.9 End-to-end Disfluency Removal and Machine Translation

Saini et al. (2020) integrate both disfluency removal and machine translation into a single model. They experiment with translating disfluent Spanish to fluent English text. They make use of partially shared encoders and a fully shared decoder to perform denoising (noisy to fluent English) and translation (disfluent Spanish to disfluent English) alternatively. They do not use fluent references during training.

5.10 End-to-end Speech Recognition and Disfluency Removal

Most of the end-to-end speech recognition research work on transcribing speech without removing the disfluencies. However, there are a few studies that look at end-to-end speech recognition and disfluency removal. These works do away with the need for a disfluency correction post-processing step. Jamshid Lou and Johnson (2020a) show that end-to-end models learn to generate fluent transcriptions from disfluent speech. However, the models slightly lag behind the baseline, which is the pipeline of ASR and disfluency detection models. Mendelev et al. (2021) focus on removing only partial words (e.g., “cal-” in the sentence “open my cal- cal- calendar”) from speech transcriptions.

5.11 End-to-end Speech Translation and Disfluency Removal

Majority of the end-to-end speech translation research work on translating speech in the source language to the text of the target language without removing disfluencies if they exist in the source speech. However, there are a few studies that look at end-to-end conversational speech translation, which entails converting source disfluent speech into target fluent texts. These works get rid of a separate disfluency detection module. Salesky et al. (2019) report results using a speech-to-text model trained on the original disfluent Fisher Spanish-English Spoken Language Translation (SLT) task.

5.12 Small Models

Rocholl et al. (2021) work on small-sized models for disfluency detection. They have demon-
strated that the model size could be reduced by 99% (the model size is as low as 1.3 MB) and inference latency by 80% while maintaining competitive performance.

6 Dataset
Switchboard\(^1\) (Godfrey et al., 1992) in English is the most commonly used dataset for disfluency detection. We use various filters at the time of extracting disfluent data from the Switchboard corpus. We filter out utterances marked as nonspeech (\(x\)), indeterminate, interrupted, or contains just a floor holder (\(\%\)), incorrect transcription (o@ or +@). We also remove sentences with transcription errors, which are detected by the * mark in the transcription of the utterance. We merge utterance segments if the segments are continued by the same speaker. Then, we remove tags put inside angular brackets like <throat_clearing>, <inhaling> from the transcriptions. We also remove tags put inside curly braces like {very faint}, {water running}. We remove tags put inside square brackets like [Clanking], [child_talking], [Children]. We eliminate ill-formed sentences, i.e., sentences with unbalanced brackets. We also ignore those disfluent sentences whose fluent counterpart has only one word.

Following the experimental settings in Wang et al. (2021), we split the Switchboard corpus such that the dev set consists of all sw_04[5-9]*.utt files, the test set consists of all sw_04[0-1]*.utt files, and the training set consists of all the remaining files. We do not include sentences without disfluencies in the training data, but do so in the dev, test set. Table 2 shows the number of sentences in each split of the dataset.

<table>
<thead>
<tr>
<th>Split</th>
<th>Number of Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>76673</td>
</tr>
<tr>
<td>Validation</td>
<td>5778</td>
</tr>
<tr>
<td>Test</td>
<td>2690</td>
</tr>
</tbody>
</table>

Table 2: Switchboard Dataset Statistics

Following Honnibal and Johnson (2014), most of the prior work lowercased the text and removed all punctuation marks and partial words. There are some works (Wang et al., 2020a,b) which discard the “um” and “uh” tokens and merge “you know” and “i mean” into single tokens.

7 Evaluation Metrics
Most of the prior works evaluate disfluency detection models using token-level precision, recall and f1 score. However, a few studies find the bleu score between the generated fluent sentences and the fluent reference sentences.

8 Conclusion
In this paper, we looked at how disfluencies hamper the performance of speech-to-speech machine translation models. We discussed the structure of disfluencies. We also described various methods for tackling the disfluency detection problem. We found that some models effectively utilize monolingual data via data augmentation or semi-supervised learning. Even some models are capable of doing disfluency detection in unsupervised settings. We also found that some models integrate disfluency removal along with other modules like MT and ASR. We also saw that a tiny model of size 1.3 MB could achieve competitive performance in disfluency detection.
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