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Abstract

LLMs have demonstrated remarkable ca-
pability for understanding semantics, but
they often struggle with understanding prag-
matics. To demonstrate this fact, we re-
lease a Pragmatics Understanding Bench-
mark (PUB) dataset consisting of four-
teen tasks in four pragmatics phenomena,
namely, Implicature, Presupposition, Refer-
ence, and Deixis. We curated high-quality
test sets for each task, consisting of Multiple
Choice Question Answers (MCQA). PUB
includes a total of 28k data points, 6.1k of
which have been created by us, and the rest
are adapted from existing datasets. We eval-
uated nine models varying in the number of
parameters and type of training. Our study
indicates that fine-tuning for instruction-
following and chat significantly enhances
the pragmatics capabilities of smaller lan-
guage models. However, for larger mod-
els, the base versions perform comparably
with their chat-adapted counterparts. Addi-
tionally, there is a noticeable performance
gap between human capabilities and model
capabilities. Furthermore, unlike the con-
sistent performance of humans across vari-
ous tasks, the models demonstrate variabil-
ity in their proficiency, with performance
levels fluctuating due to different hints and
the complexities of tasks within the same
dataset. Overall, the benchmark aims to pro-
vide a comprehensive evaluation of LLM’s
ability to handle real-world language tasks
that require pragmatic reasoning.

1 Introduction

Pragmatics, within linguistics, examines how con-
text shapes language understanding in communi-
cation (Grice, 1975). It centers on real-life lan-
guage use, considering context, speaker inten-

tions, presuppositions, and implied meanings to
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Figure 1: Average performance of models on three
different pragmatics phenomena. Average accu-
racy for reference and deixis are merged and plot-
ted as Reference as they are closely related phe-
nomena. Human - I, P, R represent the perfor-
mance of human evaluators on Implicature, Pre-
supposition, and Reference respectively

derive interpretations beyond literal words. Hu-
man’s proficiency in pragmatics stems from their
inherent cognitive skills and social awareness. Our
minds adeptly process not only spoken words but
also context and implied messages.

In the realm of Natural Language Processing
(NLP), Large Language Models (LLMs) (GPT-3
(Brown et al., 2020), BLOOM (Scao et al., 2022),
PalLM (Chowdhery et al., 2022), LLAMA-2 (Tou-
vron et al., 2023), others) have emerged as a trans-
formative force in recent years. LLLMs have shown
remarkable abilities on many downstream tasks
like NLU (GLUE (Wang et al., 2019b), MultiNLI
(Williams et al., 2018)), Text generation (LAM-
BADA, Wikitext), Code synthesis (APSS, Hu-
manEval (Chen et al., 2021)), QA (Natural Ques-
tions, ARC, OpenbookQA (Mihaylov et al., 2018),



SQuAD (Rajpurkar et al., 2018)), Reasoning (Su-
perGLUE (Wang et al., 2019a), GSM8k (Cobbe
etal., 2021), Strategy QA (Geva et al., 2021)), etc.

As LLM’s capabilities have expanded, they are
now being utilized in practical real-world appli-
cations like chatbots, search engines, and web
browsers. Given the increased interaction between
humans and LLMs, the following research ques-
tions need to be answered:

a. How much do LLMs understand what humans
mean during conversations?

b. Is there a correlation between a model’s prag-
matics abilities and its scale?

¢. Do LLMs that are optimized for dialogue use-
cases exhibit superior pragmatic abilities?

d. Despite operating on the same dataset, do
LLMs demonstrate varying task sensitivity?

e. How do the pragmatic abilities of LLMs com-
pare concerning world knowledge involvement?

f. Do they understand the same implied meaning
and make the same assumptions as us?

To answer these questions we lean towards the
domain of pragmatics. While semantics involves
the study of words and their meanings in a lan-
guage, pragmatics extends this inquiry by consid-
ering word’s meanings within the context in which
they are used. Most benchmarks until now deal
only with abilities like problem-solving (Cobbe
et al.,, 2021) or semantic understanding (GLUE
(Wang et al., 2019b), BigBench (Srivastava et al.,
2022), etc.) where LLMs have started to come
close or be at par with human benchmarks. De-
spite the recent progress, we notice that there
is still a lot of pragmatic understanding gap be-
tween what the language model understands and
what was meant by a statement. To facilitate
this research, we propose a Pragmatic Understand-
ing Benchmark (PUB) over four major Pragmatic
phenomena, namely, Implicature (Understanding
what is suggested or implied in a statement even
though it is not literally expressed), Presupposition
(An implicit assumption that is taken for granted
before the use of a statement), Deixis (a phe-
nomenon in which certain words or phrases within
a sentence or discourse rely on contextual cues,
such as the speaker, the listener, or the surrounding
context, to convey their meaning effectively) and
Reference (how language points to things, people,
place, time, etc) in accordance with the content
and structure outlined in the Handbook of Prag-
matics (Horn and Ward, 2004).

In PUB, we’ve constructed tasks based on
datasets focusing on Implicature, Presupposition,
Deixis and Reference. The benchmark includes
22,000 examples, leveraging existing data, and in-
troduces three new datasets with 6,100 newly an-
notated examples. Human evaluation of a sub-
set of these datasets is conducted to assess per-
formance against established LLMs. The bench-
mark comprises fourteen tasks that evaluate prag-
matics as an MCQA task since MCQA evalua-
tion is more closely related to question-answering
abilities in conversations (Robinson and Wingate,
2023). We carefully curate the existing datasets
to balance them and formulate prompts for these
tasks, which are more natural and better suited
to evaluate LLMs. Following ((Brown et al.,
2020), (Robinson and Wingate, 2023)), we eval-
uate the pragmatic abilities of LLMs using Multi-
ple Choice Prompting (MCP) and Cloze prompt-
ing (CP). To validate the model’s confidence in its
choices we also calculate the Proportion of Plu-
rality Agreement (PPA) 3 tasks similar to (Robin-
son and Wingate, 2023), this way we can evaluate
the model’s certainty in its predictions to achieve
higher performance.

Our contributions are: (1) a comprehensive and
unified dataset for 14 distinct tasks in pragmatics
(Figure: 2), containing 28k data points; to the best
of our knowledge this is the first dataset- linguis-
tically motivated and well-grounded- to test prag-
matic capabilities of LLMs'. (2) a systematic eval-
uation of 6 variations of llama-2, t5, Flan-t5, and
GPT-3.5, on the 14 mentioned tasks. (3) a study
of human performance on a sample of the dataset
to highlight the performance gap between LLMs
and humans. (4) insight emerging from (3) to un-
cover strengths and weaknesses of LLMs vis-a-vis
humans. These contribution points- we hope- will
assist researchers in improving the interactive abil-
ities of LLMs.

2 Related work

Pragmatics is very crucial in the domain of lin-
guistics, where it plays a critical role in under-
standing meaning (Allwood, 1981). In linguistic
terms, pragmatics deals with the study of context-
dependent aspects of meaning that are system-
atically abstracted away from, in the construc-
tion of content or logical form (Horn and Ward,
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2004). Some of the basic subfields of pragmatics
include implicature, presupposition, speech acts,
reference, deixis, definiteness, and indefiniteness.
Over the years, many researchers have devoted
their research to studying such pragmatic phenom-
ena for machine learning. To study implicatures,
Louis et al. (2020) employ indirect answers in po-
lar questions, Zheng et al. (2021) utilize hierar-
chical grammar models for understanding implica-
ture and deictic reference in simple conversations,
Jeretic et al. (2020) employ Natural Language In-
ference (NLI) to grasp scalar implicatures, Deng
et al. (2014) leverage implicature rules for op-
timizing sentiment detection, and Lahiri (2015)
develop a sentence-level corpus with implicature
ratings. Whereas for presupposition, Kim et al.
(2022) use search engine queries that may contain
questionable assumptions that are closely related
to presupposition. Kabbara and Cheung (2022)
also reveals that Transformer models exploit spe-
cific structural and lexical cues as opposed to per-
forming some kind of pragmatic reasoning.

Recent studies (Hu et al., 2023; Ruis et al.,
2023) highlight language models’ struggle with
humor, irony, and conversational maxims. Pre-
vious evaluations either focused on singular phe-
nomena or had limited sample sizes, like (Deng
et al., 2014; Sileo et al., 2022; Qi et al., 2023). To
the best of our knowledge, we are the first ones to
combine major aspects of pragmatics to create a
quantifiable benchmark.

3 Datasets

With the help of language experts, we selected ex-
isting datasets covering important pragmatic as-
pects. Specifically, we select Circa (Louis et al.,
2020), GRICE (Zheng et al., 2021), FigQA (Liu
et al., 2022), FLUTE (Chakrabarty et al., 2022),
IMPPRES (Jeretic et al., 2020), and NOPE (Par-
rish et al., 2021). We adapted datasets for various
tasks (in MCQA format) with necessary changes
and also made new ones where needed for specific
purposes. Details of newly annotated datasets are
discussed below:

1. CircaPlus is our newly annotated dataset
containing 2.5k human written implied
meanings based on the indirect responses
present in Circa dataset (Louis et al., 2020).

2. DialogAssumptions is a new dataset con-
taining 2.5k pairs of expert-annotated pre-

suppositions based on a subset of dialogues
from the Dailydialog dataset (Li et al., 2017).
While current presupposition datasets are
built around trigger words present in sen-
tences, to our understanding, there hasn’t
been a resource addressing presuppositions in
conversational contexts where trigger words
are absent. Hence, we developed this dataset
specifically to fill this gap.

3. MetoQA is a novel dataset comprising
1100 multiple-choice questions based on
the linguistic phenomenon called metonymy.
Metonymy is a figure of speech in which one
word or phrase is substituted with another
word or phrase with which it is closely asso-
ciated or related. Unlike a metaphor, where
one thing is said to be another (e.g., “Life
is a journey"), in metonymy, the substitu-
tion is based on a real, often contiguously
related, connection between the two terms
(e.g., “These are my hired guns").

4 Tasks

In this section, we describe each task and the as-
sociated dataset. Each task incorporated within
PUB is structured to evaluate distinct domains of
pragmatics. Figure 2 contains examples from each
task.

4.1 Implicature

Implicature, an unspoken aspect of a speaker’s
meaning, extends beyond the literal content in a
speaker’s message. Understanding implicature is
crucial for LLMs, as it allows them to interpret
context, discern implied messages, and produce
responses that surpass literal text, ensuring more
contextually suitable, human-like, and meaningful
interactions. Owing to the importance of implica-
ture in pragmatics we have designed fen tasks that
thoroughly test the LLM’s abilities to capture this
phenomenon.

Task 1 - Direct/Indirect classificationThis task
evaluates language models’ capability to distin-
guish between direct and indirect responses, cru-
cial for understanding user intentions in dialogue
systems. The model receives context, a question,
and a response (that can be direct or indirect) and
then selects between two options: A) Direct an-
swer and B) Indirect answer. We utilized a label-
balanced set of 2,500 data points sourced from the
Circa dataset for this purpose.
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Figure 2: Examples of each task from PUB, The ta

sks are divided across four domains of pragmatics

(Implicature, Presupposition, Reference, and Deixis). Our proposed benchmark builds upon existing
pragmatic datasets and combines our newly annotated datasets comprising 6k annotations to complete
the pragmatic evaluation test suite with 28k examples. We have reformatted the existing datasets into

MCQA prompts that explicitly test these abilities.

Task 2 and 3 - Response classification with-
out implied meaning and with implied mean-
ing: Task 2 involves categorizing indirect answers
using five labels. The model receives context, a

question, and an indirect answer and must choose
the most fitting label from options A) Yes, B) No,
C) Yes, subject to conditions, D) In the middle,
neither yes nor no, E) Other. This task evaluates



LLMs’ ability to comprehend indirect responses,
specifically within polar Question and Answer
scenarios, utilizing the Circa dataset. Task 3, an
extension of Task 2, introduces implied meanings
as additional cues to assist LLMs in interpret-
ing indirect answers. The implied meaning acts
as a chain-of-thought prompt for understanding
indirect responses, assessed using the CircaPlus
dataset. Both tasks involve evaluating 2,500 data
points.

Task 4 - Implicature recovery Task 4 differs from
tasks 2 and 3 by focusing on implicature recovery
in non-polar Question and Answer contexts. In
this task, we present the conversation which is a
sequence of QAs (Q1, A1), (Q2, A2), .., (Qn, An)
and four choices for the implied meaning of A,,.
The task for the model is to select an appropriate
choice that resolve’s the implicature to its explicit
form, i.e., to perform implicature recovery. We use
2000 data points from the Grice dataset for this
task.

While prior tasks have focused on understand-
ing implied meanings in conversations devoid of
figurative language, it’s important to note that fig-
urative language is a common feature in human
communication (Lakoff and Johnson, 2008). Un-
derstanding the underlying meanings when such
language is used in dialogue is crucial. There-
fore, to provide a comprehensive benchmark, we
are introducing tasks that focus on understanding
implied meanings in conversations where figura-
tive language is present.

Task 5 and 6 - Agreement detection and Un-
derstanding sarcasm Task 5, "Agreement De-
tection", and Task 6, "Understanding Sarcasm",
are both designed to evaluate a language model’s
ability to comprehend and interpret figurative lan-
guage within a dialogue. In Task 5, the model
is given a conversation between two speakers, a
question, and two options: A: Agrees and B: Dis-
agrees. Speaker 1 uses figurative language, and
Speaker 2 responds either in agreement or dis-
agreement. The model’s objective is to accurately
determine if the second speaker concurs with the
first. Task 6 flips the roles from Task 5. Here,
Speaker 1 makes a statement, and Speaker 2 re-
sponds with ’yes’, but continues the sentence us-
ing figurative language to either agree or disagree
(refer to Figure 2 for examples). The model is
then tasked with correctly determining if the sec-
ond speaker is in agreement with the first or is be-

ing sarcastic. Modifications are applied to the (Liu
et al., 2022) dataset to accommodate both tasks.
The evaluation involves 2000 data points for each
of the tasks.

Task 7, 8 and 9 - Figurative language under-
standing using positive and contrastive hints
Tasks 7, 8, and 19 are formulated based on the
FLUTE dataset (Chakrabarty et al., 2022). The
FLUTE dataset consists of sentences or premises
in figurative language and their corresponding hy-
potheses in simple language. For each premise,
there are two types of hypotheses: one that en-
tails and another that contradicts. Additionally,
the dataset includes separate explanations for the
entailment and contradiction. In Task 7, the objec-
tive is to test if the figurative language is correctly
understood. The model must choose between an
entailed sentence or a contradictory sentence as
the meaning of the premise. In Task 8, the model
is provided with an explanation of the entailment,
which is referred to as a positive hint as it explains
why the entailment option is the correct meaning
of the premise. In Task 9, an explanation of the
contradictory statement is provided, along with an
explanation of why it is not the correct meaning
of the figurative sentence. This is considered a
contrastive hint. Through these tasks, we aim to
test if the models understand the task or if their re-
sponses rely on the semantic overlap with the posi-
tive hint. The evaluation involves 1770 data points
for each of the tasks.

Task 10 - Implicature NLI Given that Natural
Language Inference (NLI) is a well-established
task in the training and evaluation of language
models, we have incorporated the NLI task to as-
sess whether the models are capable of making
inferences when implicatures are involved. We
use 2100 data points from IMPRESS(Jeretic et al.,
2020) dataset for this task.

4.2 Presuppositions

Presuppositions in a sentence are the underlying
assumptions or facts that are implicitly accepted
as true by the speaker when making a statement.
Task 11 - Presupposition NLI In this task, we
approach presupposition verification by framing it
as Natural Language Inference (NLI), with an ob-
jective akin to that of task 10. We use 1800 data
points from IMPRESS (Jeretic et al., 2020) NOPE
(Parrish et al., 2021) dataset for this task.

Task 12 - QA over presupposition This task aims



to test the ability of the language models on how
well they can capture the speaker’s assumptions in
a dialog. We provide the model with a conversa-
tion (set of dialogues between two people), pre-
supposition on the conversation, and two options
A. Valid and B. Invalid. The task for the model
is to determine if the given presupposition is valid
or invalid based on the conversation. We use 2500
data points from the newly annotated DialogAs-
sumptions dataset for this task.

4.3 Reference

Deixis, which involves the act of pointing through
language, encompasses expressions that are often
among the earliest spoken by very young children.
These expressions, such as person deixis ("'me’,
you’), spatial deixis ("here’, ’there’), or tempo-
ral deixis ("now’, "then’) (Yule, 1996), are indica-
tive of individuals, locations, or times. Deixis is
a type of reference closely linked to the speaker’s
context.

Task 13 - Diectic QA This task is designed to
access the model’s capabilities in resolving refer-
ences where deictic terms are used. The model
is provided with a conversation containing deic-
tic expressions, a polar question regarding refer-
ence resolution, and two answer options: A. "Yes"
and B. "No.". The model’s objective is to accu-
rately determine and provide the correct response
to the polar question within the context of the con-
versation. We selected all the questions and corre-
sponding conversations from the GRICE dataset
(Zheng et al., 2021) that have Yes/No answers.
These questions were then filtered using a man-
ually curated list of deictic terms. A total of 2000
data points are used for this task.

Task 14 - Referential metonymy The task aims
to test the model’s abilities to understand language
use that involves referring to a target object/indi-
vidual in terms of a distinctive or saliently associ-
ated feature. The model is presented with a con-
text featuring metonymic references, along with a
question and four possible options. The task re-
quires the model to choose the most suitable op-
tion that correctly resolves the reference in re-
sponse to the question. We use 1100 data points
from the newly annotated MetoQA dataset for this
task.
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Figure 3: Comparison of various models’ multiple
choice symbol binding using PPA. Results aver-
aged across Task 4, 11, and 14, representing dif-
ferent pragmatic domains.

5 Methodology

We have selected two evaluation methods namely
length normalized Cloze prompting (Brown et al.,
2020) and Multiple Choice Prompting (MCP)
(Robinson and Wingate, 2023) considering the ca-
pabilities of all the models. We have also com-
puted the Proportion of Plurality Agreement (PPA)
(Robinson and Wingate, 2023) for all the mod-
els to ensure the model’s consistency across pos-
sible orders of answer options. The results for
PPA are presented in Figure 3. We see that
vanilla LLMs show improved consistency with a
few shots, while instruction-tuned models don’t
benefit from additional examples. The models un-
der investigation include flan-t5-xx1 (Chung et al.,
2022), llama-2 (Touvron et al., 2023), t5 (Raffel
et al., 2020), and GPT-3.5 Brown et al. (2020).

5.1 Sampling for few-shot prompts

For Zero-shot prompts, all the instances of the data
were used as is. For Few-shot prompts, a dev set
of 20 examples was created. These 20 examples
were selected to ensure a balanced representation
of options. For tasks that have unique options
for each question, 20 examples were randomly se-
lected from the entire dataset. Depending on the
value of k for k-shot prompt, k samples were ran-
domly selected from this dev set. The remaining
instances of the data, other than the dev set, were
used to evaluate the model.

5.2 Human evaluation

To compare the performance of these LLMs with
humans, we selected 100 examples from the com-
plete evaluation set for each task. We employed
three human evaluators for each task. Each of the 3
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Figure 4: Results (accuracy) for tasks 2 & 3, tasks 5 & 6 and tasks 7, 8 & 9. The results presented in this
table are the maximum across all types of evaluations (0-shot and 3-shot Cloze and MCQA) performed

on the models.

human evaluators evaluated these 100 samples for
14 tasks. In total, we have performed 4,200 human
evaluations. The samples were chosen to ensure a
balanced representation of all option types. The
evaluators are fluent English speakers and have
graduated from a technical university where En-
glish is the medium of instruction. It is important
to note that the human evaluation does not reflect
expert human reference, but rather random human
performance on complex pragmatic tasks. These
evaluators are presented with the same prompt as
the 0-shot MCP presented to the LLMs.

6 Results and Analysis

We evaluate all the open-source models using
both the evaluation methods, i.e. length normal-
ized cloze prompt method and multiple choice
prompts. In each of these methodologies, we do a
zero-shot evaluation and a 3-shot evaluation. The
OpenAl model is evaluated using MCP.

6.1 Results

The results of our experiments are presented in
Figures 4, 5. Based on these results, we try to ad-
dress the questions raised in the introduction.
How much do LLMs understand what hu-
mans mean during conversations? To evaluate
how well LLMs understand what humans intend
during conversations, tasks related to implicature
and reference offer pertinent insights. We observe
that the models perform moderately in the classi-
fication of a response as direct or indirect. They
struggle to interpret the meaning of the indirect

response. Notably, except for the llama-70b-chat
model, this trend persists across the models eval-
vated. Furthermore, in this specific task, a slight
but noticeable increase in performance is observed
across most models when a hint is provided. In-
terestingly this pattern aligns closely with human
performance. The performance trend remains the
same in task 4, focusing on resolving implica-
ture in non-polar question-answer scenarios. Even
though, NLI is an established task in NLP, it is
observed that models perform poorly on making
pragmatic inferences. Figure 1 shows that the av-
erage performance on implicature and reference
tasks is similar.

Despite operating on the same dataset, do
LLMs demonstrate varying task sensitivity?
While it’s known that LLMs are sensitive to the
wording of prompts (Webson and Pavlick, 2021),
this investigation aims to explore their task sen-
sitivity. Specifically, we want to understand how
altering the order of speakers asking a differ-
ent question or giving a different hint impacts
the model’s performance. Interestingly, LLMs
demonstrate stronger performance in agreement
detection compared to sarcasm detection (on av-
erage there is a 13% performance gap in models
> 13b parameters) tasks within the same dataset.
The tasks designed on flute dataset (Chakrabarty
et al., 2022) shed light on the model’s suscepti-
bility to distractions. We can observe that with
a change in the hint from positive to contrastive
there is a drastic decrease (on an average of 20%)
in the accuracy levels for this task across all the
models. Interestingly, the inclusion of a positive
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Figure 5: Results for Task 1, 4, 10, 11, 12, 13 and 14. The results presented in this table are the maximum
across all types of evaluations (0-shot and 3-shot Cloze and MCQA) performed on the models.

hint, which has a higher lexical overlap with the
correct answer, seems to boost the performance of
the model. In contrast, the model’s performance
appears to decrease when a contrastive hint is in-
troduced. This observed pattern brings into ques-
tion the pragmatic abilities of these models, sug-
gesting that their understanding and interpretation
of language may be more significantly influenced
by the presence and nature of linguistic cues than
by inherent logic.

Does a Model’s Scale Correlate with Its Prag-
matic Abilities? The overall performance de-
picted in Figure 1 hints at a possible correlation
between a model’s scale and its pragmatic capa-
bilities. However, given the model’s vulnerability
to task sensitivity, even the largest models display
perplexity, as previously discussed. Consequently,
concluding that pragmatics is an emergent ability
might be premature due to observed inconsisten-
cies, even among models at the extremes of the
scale.

Do LLMs that are optimized for dialogue
use cases exhibit superior pragmatic abilities?
From the experiments, it is evident that the chat-
optimized variants of /lama slightly outperform
the base models on most of the tasks. How-
ever, there is a notable performance discrepancy
between models like t5-11B and flan-t5-xxl, with
the instruction-tuned flan-t5-xx/ model approach-

ing near-human-level performance in many of the
tasks. This suggests that instruction tuning can
significantly enhance a model’s ability to handle
complex language tasks, bridging the gap toward
human-like understanding and processing of lan-
guage.

How do the pragmatic abilities of LLMs
compare concerning world knowledge involve-
ment? In implicature tasks, excluding task-1 (Di-
rect/Indirect classification) and task-4 (Implica-
ture recovery in dialog context), the other tasks in-
volve a certain degree of world knowledge. While
the Metonymy task requires world knowledge, the
Deixis task does not. Upon reviewing the out-
comes, it becomes evident that the model’s below-
par performance is not primarily due to a lack of
world knowledge. Instead, it appears to stem from
a deficiency in their innate pragmatic abilities.
This is evident because even in tasks not reliant
on world knowledge, like Deixis, the model’s per-
formance isn’t on par with tasks involving world
knowledge. It suggests that the challenge lies
more in the model’s pragmatic processing rather
than their knowledge base.

Do they understand the same implied mean-
ing and make the same assumptions as hu-
mans? The models demonstrate relatively
stronger performance in tasks related to implica-
ture and reference, both of which involve inferred



Task No. | GT-Human | Human-LLM
Task 1 0.829 0.749 (-0.08)
Task 2 0.681 0.421 (-0.26)
Task 3 0.754 0.550 (-0.20)
Task 5 0.901 0.515 (-0.39)
Task 6 0.940 0.340 (-0.60)
Task 10 0.402 0.374 (-0.03)
Task 11 0.565 0.269 (-0.30)
Task 12 0.350 0.327 (-0.02)
Task 13 0.685 0.544 (-0.14)

Table 1: Phi coefficient (¢) correlations among
Ground Truth (GT), Human evaluator (Human),
and LLaMA-2-base-70B (LLM) across 300 exam-
ples. Tasks 1-10 examine Implicature, Tasks 11-
12 assess Presupposition, and Task 13 focuses on
Reference and Deixis. Red text indicates correla-
tion differences between GT-Human and Human-
LLM for each task.

meanings from the speaker. However, the mod-
els exhibit shortcomings in capturing the speaker’s
assumptions, known as presuppositions, as evi-
denced by the results of presupposition tasks (on
average there is a performance gap of ~ 15% be-
tween humans and best performing model). No-
tably, the model’s sensitivity to hints and task
variations is an important aspect. Human perfor-
mance remains consistent across sarcasm detec-
tion and agreement detection tasks, whereas the
models show significant performance discrepan-
cies in these tasks (with an average difference
of 13%). Similarly, this gap is also observed in
tasks concerning figurative language understand-
ing with models showing an average gap of ~ 25%
and human performance only differs by 1%.

6.2 Error Analysis

In this section, we look into cases where LLMs
fall short in simple pragmatic understanding tasks
that humans do with ease. More specifically, we
consider the LLaMA-2-70b base model due to its
consistently high performance across various tasks
and models. For implicature understanding, we
see that the model fails to understand the mean-
ing of the response when the response involves
complex language phenomena like phrases, ex-
pressions, assumptions, or instances where com-
mon sense is needed, etc. We compare mistakes
of humans and LLMs to see if there is any cor-
relation in pragmatic understanding and if so, is
it significant? To see the correlation between
human evaluators and LLMs, we report the Phi

coefficient ¢ (Matthew’s correlation coefficient)
in Table 1 between LLMs (LLaMA-2-70b-base)
vs human evaluators (Human-LL.M) and compare
it with ground truth vs human evaluators (GT-
Human). ¢ ranges from -1 to 1 where 1 means to-
tal agreement, 0 means the predictions are random
with respect to the actual values, and -1 means to-
tal disagreement. Although we see that for some
tasks the correlation values are more than random
in Human-LLM, meaning they do make some sim-
ilar mistakes when compared with GT-Human to
see that still there is a large difference and LLMs
do not always make the same mistakes as humans.
This can be seen in Task 3, where the performance
is the same for the LLM and human is the same but
there is a correlation gap. This can also be seen in
Figure 6 where LLMs do make different mistakes
than humans during classification.

r Task 1 Task 5 Task 6 Task 12 Task 13
200 m 96 56 “ 21 n 155 n
GT vs Human 1 e “ e ® n
ze w 53 u 31
Figure 6: Confusion matrix comparing ground
truth with Language Models (LLMs) and ground
truth with humans, revealing LLMs’ tendency to

misclassify positive labels as negatives. Here GT
refers to ground truth.

For the task of response classification, we see
examples where the model thinks that the response
is true given some conditions are met but humans
do not consider the context as a condition but
rather as an auxiliary information. See examples
below

Task 2

Context: X and Y are colleagues leaving work
on a Friday at the same time.

X: Have you made dinner plans yet?

Y: I have reservations at the new French
place.

Chosen answer: Yes, but with some conditions.

Context: Y has just told X that he/she is
thinking of buying a flat in New York.

X: Have you already researched some places?

Y: I plan to discover places by walking
around the city.

Chosen answer: Something in the middle

We also encounter examples where Y’s response

is what we call a “polite decline” since there isn’t

a direct no in the response but an implied No in a

tactful manner. For understanding implicature in

figurative language, we often see examples where



metaphors, hyperbole, and tautological statements
exist but are in agreement with the speaker.

Task 6

Speaker_1: The book is a quick, entertaining
read

Speaker_2: True, Reading the book is a fun
little jog

Chosen answer: Sarcastic disagreement

We see that in Tasks 5 and 6 the model often con-
fuses agreements with figurative language as sar-
castic disagreement but can correctly differenti-
ate sarcastic statements from statements that agree
with the speaker, as shown below. Using dis-
tractors in figurative language understanding tasks
shows how vulnerable LLMs are in their prag-
matic abilities. We see that adding a distractor hint
in the task confuses LLM and in many cases falls
short whereas humans are more robust and see that
the hint is contrasting and helps distinguish both
meanings of the sentence in the context and choose
the correct one.

Task 9

Sentence: The ex—-slave tasted freedom shortly

before she died.

Hint: To taste something means to experience
it or enjoy it, while to die before
getting something means to never
experience it or enjoy it.

Chosen answer: The ex—-slave was so close to
getting her freedom, but she died before
that.

In instances of presupposition, we observe a re-
curring pattern where the model erroneously inter-
prets negatives as positives. In the following ex-
ample, Speaker A expresses frustration about the
unsanitary condition of the room, attributing it to
the presence of cockroaches. However, the model
incorrectly dismisses the notion that being "knee-
deep in cockroaches" signifies unhygienic condi-
tions, deeming it an invalid presupposition.

Task 12

Conversation:

A: I want to change rooms immediately, plus a

refund for tonight.

B: I'm sorry, sir. Exactly what is the
problem?

A: I'm knee-deep in cockroaches!

Assumption: The room is unhygienic.

Chosen answer: Invalid

Although LLLaMA-2 achieves better results com-
pared to humans in Metonymy understanding, it
makes trivial mistakes where humans get it right.
But humans fail in cases when reference is one
which they are not familiar with, but LLMs due
to access to vast and diverse sources of texts get it
right. This task requires common sense and a bit of
world knowledge to understand references which

humans learn over time. A few examples are given
below where the LLM takes the semantic meaning
of the reference instead of the pragmatic one.

Task 14

Context: The chisel sculpted the masterpiece
Question: what does "chisel" refer to?
Chosen answer: Blade

Context: I drive a BMW today

Question: What does "BMW" stand for?

Chosen answer: The Brand BMW

From this error analysis, we find that LLMs don’t
make the same mistakes as humans and get con-
fused easily, but more importantly, LLMs fail in
trivial cases where humans easily understand the
underlying pragmatic answer. More insight into
why LLMs fail in such cases is required but we
leave that for future research work.

7 Conclusion

In this study, we introduce the Pragmatic Un-
derstanding Benchmark (PUB) designed to assess
pragmatic comprehension in LLMs. We offer a
comprehensive analysis, providing insights into
various aspects of pragmatic understanding within
LLMs. Our findings reveal that pragmatic un-
derstanding in LLMs can be enhanced through
instruction-tuning of these models. Interestingly,
even without specific fine-tuning, language mod-
els at scale exhibit equivalent pragmatic under-
standing. Notably, smaller models, particularly
the instruction-tuned variants, outperform their
base counterparts, but this advantage diminishes
as models scale up, with base and instruction-
tuned models showing comparable performance.
Despite advancements, LLMs are yet to attain
human-level performance, especially in tasks re-
quiring a deep understanding of language context.
The observed variability in model performance
across different tasks within the same dataset high-
lights the complexity of achieving human-like
pragmatic understanding in LLMs. The PUB
benchmark thus provides a clear indication of
where LLMs currently stand and the strides still
needed to reach human parity in language under-
standing. We hope that this benchmark will aid
researchers in improving LLMs’ conversational
abilities with humans.

8 Limitations

Our work addresses an important benchmark that
can be used to understand and improve the chat ca-
pabilities of language models. While we carefully



put together a benchmark for evaluation, it’s im-
portant to note that there might be biases present
that may show up in evaluations. Furthermore, we
employed different sampling techniques to avoid
evaluation bias for different classes. Although we
tried our best to evaluate the models consistently,
the models are sensitive to prompt wordings. For
the same prompts too, the models are not consis-
tent with the answers when changed the order of
options as mentioned in PPA. Therefore there can
be slight variations in the performances when try-
ing to reproduce the results. The human evaluation
scores reported in the paper are done by gradu-
ate students who are proficient in English and lan-
guage understanding, the results may vary for dif-
ferent sets of human evaluators. The inconsistency
of language models is another issue for MCQA re-
sults (Robinson and Wingate, 2023), since incon-
sistency in answers can lead to false results but un-
til better evaluation methods arrive, we rely on the
methods currently used in the paper.
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