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Machine Translation



What iIs Machine Translation?

Automatic conversion of text/speech from one
natural language to another

e.g.

e Be the change you want to see 1n the world

o C \ \ . ANEEAN AN N
o dg YR &l oI HAHNX H 9T dled &l



Why do we need machine
translation?

4 language families
22 scheduled languages

11 languages with more than (g g c
25 million speakers |

30 languages with more than 1 , iy e
mi”ion Speakers i B.».Hu».l:u;suum'm|

Only India has 2 languages In
the world’s 10 most spoken
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Boundaries

languages - D " e,

7-8 Indian languages in the top
20 most spoken languages



Translation Usecases

 Government
- Administrative requirements
- Education
- Security
* Enterprise
- Product manuals
— Customer support
e Social

- Travel (signboards, food)
- Entertainment (books, movies, videos)



Translation under the hood

» Cross-lingual Search

e Cross-lingual Summarization
» Building multilingual dictionaries

Any multilingual NLP system will involve some
kind of machine translation at some level



Why study machine translation?

One of the most challenging problems in Natural
_anguage Processing

Pushes the boundaries of NLP
nvolves analysis as well as synthesis

nvolves all layers of NLP: morphology, syntax,
semantics, pragmatics, discourse

Theory and techniques in MT are applicable to a
wide range of other problems like transliteration,
speech recognition and synthesis



Why Is machine translation difficult?

Language Divergence: the great diversity among languages of the
world

» Word order: SOV (Hindi), SVO (English), VSO, OSV,
Free (Sanskrit) vs rigid (English) word order

Analytic (Chinese) vs Polysynthetic (Finnish) languages

Different ways of expressing same concept

Case marking systems

Language registers

Inflectional systems [infixing (Arabic), fusional (Sanskrit), agglutinative
(Marathi)]

... and much more



Why Is machine translation difficult?

 Ambiguity
- Same word, multiple meanings:
— Same meaning, multiple words: Sef, I, AR (water)

 Word Order

- Underlying deeper syntactic structure
- Phrase structure grammar?
- Computationally intensive

 Morphological Richness
- ldentifying basic units of words



Taxonomy of MT systems
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Vauguois Triangle

Kinds of MT Systems

(point of entry from source to the target text)
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Statistical Machine Translation

Data driven translation



Parallel Corpus

So far there is no evidence that there ~ §%gT8 I FIS TIAT &Il F 3T IF FIs
is a limit to the Universe . Had el gl

O

The limit is rather on what we can see AT dfes 81 ¢ foh 67 FAT @ Gohdl &
and how much we can understand . IR EHA T HAST U § |

A very general framework

The Noisy Channel Model . formanyLPproblems

/ N\ / N\
E F
Source Destination
\_ J \_ J
Language Model (LM) Translation Model (TM)
P(e) P(fle)

Captures fluency Captures fidelity



The SMT Process

Training Decoding

* Given: Parallel Corpus * Given:

* Output: P(e), P(fle) - Sentence f in language F
—- This is model learning — Ple) and P(fle)

* Learning Objective: Maximize * Output: Translation e for f
Likelihood

* Online process, should be fast

SeuliS e e o e TM & LM are used for scoring

 Different translation models from translation candidates
different choice of P(f|e)

P*(fle) = arg max Likelihood(data; P(f|e)) 6* = al'8 m?JX P(f‘e)P(e)



Phrase-based Translation Model

One of the most successful models
Widely used in commercial systems like Google Translate
Basic unit of translation is a phrase

A phrase is just a sequence of words

* Local Reordering
— Intra-phrase re-ordering can be memorized

The Prime Minister of India AT & T HAT
bhaarat ke pradhaan maMtrl
India of Prime Minister

* Sense disambiguation based on local context
— Neighbouring words help do the right translation

heads towards Pune Tﬂ' IR AT E &

pune ki or jaa rahe hai
Pune towards go —continuous is

heads the committee affafa fr regerar s ?;
Samiti kii adhyakshata karte hai
committee of leading -verbalizer is



So how the model look now?

* Source sentence can be segmented in I phrases

* Then, p(f|e) can be decomposed as:

Distortion
probability

|
;JU'{|E“;} = l_[ o(filei) d(start; —end;_; — 1)

=1

Phrase Translation

start, :start position in f of ith phrase of e Probability

end. :end position in f of ith ase of
18-Dec-2013 i P ExlE!I?rfu'.uriR \EbN-2013



Training a Phrase-based SMT
system

* Building the Language Model

* Building the Translation Model

- Word Alignment (find word-level correspondences)
- Phrase Extraction (extract phrase pairs)

e Tuning



Building the Language Model

* Probability of a sentence e
- P(e)=P(e,e,,...,e)
=, P(ei[€1 ine)
- Apply Chain Rule of probability

- Markov Assumption: it» words depends only previous n-1 words (nt order Markov
model)

« Estimate P(e|le.; .,.;) from a monolingual corpus
e.g. of a bigram (2-gram) language model
- P(book|the)=c(the,book)/c(the)
- Alittle complication: what happens if book never comes in the training corpus
- That's the complicated part of language modelling, let's skip it for now!



Word Alignment

e Central Task in Statistical Machine Translation

* Given a parallel sentence pair, find word level
correspondences (alignment, let's say a)

coohe o



But there are multiple possible
alignments

Sentence 1

5 Zoc

ELELED & @ © D &
D @ @D G ()




But there are multiple possible
alignments

Sentence 2

OIOIOIGIGIOIOIO

& @I @ G (D & (D

How do we find the correct alignment?



Key ideas

 Co-occurrence of words

- Words which occur together in the parallel sentence are likely to be translations
(higher P(fle))

- Alignments which have more likely word-translation pairs are more likely (higher P(a))
- Its a chicken-and-egg problem!
- How to actually find the best alignment?

« Expectation-Maximization Algorithm

- Find the best hidden alignment

- A key algorithm for various machine learning problems
 Start with a random alignment
» Find P(f|e) given the alignments
* Now compute alignment probabilities P(a) with these new translation probabilities
» Do this repeatedly till P(fle) does not change




At the end of the process

Sentence 2

Loscodims



Learning Phrase Tables from Word
Alignments

* Leverages word
alignments learnt from
IBM models

* Word Alignment : reliable
input for phrase table
learning

— high accuracy reported for
many Ianguage pairs
* Central Idea: A
consecutive sequence of
aligned words constitutes
a “phrase pair”

P'mﬂC NE |Rar:- was
ElET:ry

honoured|with the

Bharat Fatna

'H’r.v?rr.m. |
a
i

‘._ .
.‘q.
AT _
Temar
EIE11

—

" Which phrase pairs to include in the phrase table? -



Extracting Phrase Pairs

Prof/C_N R _|Rao|was honoured

with

the Bharat|Ratna




Phrase Pairs “consistent” with word
alignment

consistent inconsistent consistent

X

Source: SMT, Phillip Koehn



Examples

A= A== =4
IT=T [
=T

BdTEL T Lo
= |
=HF=aTTa
=== [
CElE=011

Proft = TN F |Fao|vwas honour=d | wiath | thh= | Bharat Fatrua

26 phrase pairs can
be extracted from

this table

Professor CNR

Professor CNR Rao

Professor CNR Rao was
Professor CNR Rao was
honoured with the Bharat Ratna
honoured with the Bharat Ratna
honoured with the Bharat Ratna

honoured with the Bharat Ratna

PHIAT H.TA.FR T

PhEr HL.UA.AR 9

NHEY H.UANR T Fl

H el & TFATIAT

HR e H HFATIAT forar

HR Aol " HFATIA foham aram
Pl ARAIcA & FFATAT fhar arm



Computing Phrase Translation
Probabilities

* Estimated from the relative frequency:

count(e. f)

Z;’. count(2. f;)

p(fle) =

Prime Minister of India  3{d & YT HAT 0.75
India of Prime Minister

Prime Minister of India R & #{qd TuT FH3A 0.02
India of former Prime Minister

Prime Minister of India W&l AT 0.23

Prime Minister



Tuning

Learning feature weights from data — A,
Minimum Error Rate Training (MERT)

Search for weights which minimize the translation error on a
held-out set (tuning set)

— Translation error metric : (1 — BLEU)

initial decoder
parameters

decnde a'quplyr
n-best list of
tra nslatlons para meters
lfchanged

Dpt|m|ze > final
parameters |jf converged parameters

Source: SMT, Phillip Koehn

8-Dec-2013 S5MT Tutorial, ICON-2013



Overall Training Process for PB-SMT

— Word aligner
Parallel training }/’ E.g. GIZA++

corpus

Monolingual
target corpus

—

lo-Dec-2ULs

Word Parallel tuning

alignments corpus

%

Phrase pair
extraction

l

Distortion Other Feature
model learning Extractors

l !

Phrase
tables

Language model
learner
E.g. SRI, IRST

Distortion Feature
Model | values

\/

MERT Tuning <——

Language

Model

SMIT Tutorial, ICON-2013

Parameter Decoder
weights 194




Decoding

Ram ate rice  with the spoon

A ar EcEREE:CE Ig | | =FHET |
TH A T T |geer] [ & | ag | | =FH |
TAS | | @ T&aT g TH |
T T TJFAT
| TFAT 8 |
| TFAT & 91 |

* Find best translation among a very large number of possible translations

* NP-hard problem: 10-word sentence, 5 translations per word: 105*10! ~ 362 billion possibe
translations

» Look for approximate solutions
- Restrict search space: some word orders are not possible
- Incremental construction and scoring
- Remove candidates that are unlikely to eventually generate good translations



Search Space and Search Organization

W
THA \Fmg

CFILT

o e

T

|
—> + Each hypothesis is scored using the SMT

iabita \ model

*» Hypotheses are maintained in a priority
queue (called stack decoding historically)

* Limit to the reordering window for
efficiency




Richer Translation Models

e Syntax based SMT

e Factor based SMT

e Whole Document Translation



Building Parallel Corpus from
Comparable Corpus

Jagdish Tytler is accused of feeel 1 ve el o gaA foar § F

: : HEAH AdT IR qd FAA AU CFEoR &F
L:ie;g{ng a mob during the 1984 TR 1984 T TARILT &3 ATHS 3 O &

The court has ordered the reopening 5 Farg Srg Tordr W3S fr FAmier @@

of a case against this Congress Party / “«H
leader for his involvement in anti-Sikh = |
riots in 1984. /\ .

Jagdish Tytler was originally cleared ;’x H\%H feoell & OHe @ g SHEIGRT T5CeR 9T
by the Central Bureau of Investigation /  43TRIY of3Td 38 & f& 3=alal 1984 H oll3Tl <l
(CBI). A ARy Eamt & Siere stgerar o

The 1984 riots began following the E% FIEAH o dieT HEH Jdr3T &
assassination of Mrs Gandhi. HU& ¢ faorw faw faOeh oy & r
T HRIY o191d 138 o

- y




Speech-to-Speech Translation

aif' English
a Speech |

— Spanish
Speech |




Image Text to Image Text
Translation

Translation on smaller devices




Some more Interesting Problems

* Translation among Related Languages
« Scaling to larger corpora

* Deep learning and Machine Translation
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Transliteration



You are In Kerala ... waiting to travel
by bus

Not a hypothetical situation .... Read this:
http://www.thehindu.com/todays-paper/tp-national/tp-kerala/call-to-bring-on-boar
d-bus-signage-in-three-languages/article5224039.ece


http://www.thehindu.com/todays-paper/tp-national/tp-kerala/call-to-bring-on-board-bus-signage-in-three-languages/article5224039.ece
http://www.thehindu.com/todays-paper/tp-national/tp-kerala/call-to-bring-on-board-bus-signage-in-three-languages/article5224039.ece

How do you translate Xi Xinping?

Xi Jinping Is the President of China

JRE

Ok, we got lucky here ...

N\

2N

Uh

<

S

=

G

but there are so many

names you will not find in any corpus



Transliteration can simplify
Translation

Hindi
A a7 UMfeiat | o 31T ST e ot b HE & IR« STER 3 el & |

Punjabi Translation

Hod H'J YS! feg Hr 7 A< 3¢ <1 Y& HI & IH3 799 W8S BIT J |
STR ST HUTTet! forer Aot 31T 9Id e dt g JL1§ < I a1 IS0 TF1eT & |

Hindi-Punjabi Transliteration

W AT Y8 H BH6 w7 7' 3¢ 21 393 HJ & IHS ¥'J99 W8S BT J |
3T ATE WUt § o 31T ST < df ¥ahd FL1E < IRT aTe 310l el & |




Some Concepts

Natural Language: A system of communication among humans with sound
Script: A system of symbols for representing language in writing
- A language can have multiple scripts:

Sanskrit is written in many scripts (Devanagari, Malayalam, Tamil, Telugu, Roman, etc.)
- A script can be used for multiple languages
Devanagatri is used to write Sanskrit, Hindi, Marathi, Konkani, Nepali

Phoneme: basic unit of sound in a language that is meaningful
Grapheme: basic distinct unit of a script

- A phoneme can be represented by multiple graphemes
cut, dirt

- A grapheme can be used to represent multiple sounds
cut, put



What Is transliteration?

Transliteration is the conversion of a given name in the source
language (from source script) to a name in the target language (target
script), such that the target language name is:

* phonemically equivalent to the source name

grgg — Mumbai

« conforms to the phonology of the target language
g — ded (RX)

* matches the user intuition of the equivalent of the source language
name in the target language, considering the culture and orthographic
character usage in the target language

@elal)¢ (aalappuzha)— Alappuzha



Isn't It easy to just map characters
from one script to another?

Local spelling conventions
<IdT in Roman: Latha (South India) vs Lata (North India)

Laxmi — o1&H!

Missing sounds

e>09168595’ (kozhikkoT) — ®If¥aFdrs (koShikkod)

Transliterate or translate

3 09lee90g (kozhikkoT) — Calicut
Transliteration variants
qdg, 9%




Why English spellings caused
trouble In school ...

Ambiguity in character to sound mapping

lonize vs nation

fish can be pronounced as ghoti

gh as in tough
O as In women
tI as In hation



... and Hindi spellings didn't

Unambiguous mapping from character to sound

Rememember the varnamala? — organized according to

scientific principles

sparsa
(Plosive)
Voicing - aghosa
Aspiration = alpaprana mahaprana alpaprana
kanthya ka kha ga
{Guttural) L ki &l Jkny T fa/
talavya ca cha ja
(Palatal) Kl fe 1) e Ty o . d3/
murdhanya ta tha da
Y < | 3 s
{Retroflex) It Wi jd/
dantya ta tha da
{Dental) d fiv) A e < jd/
osthya a ha ba
sthy q P % p g

(Labial) ip! et /by

mahaprana

1 8 o 4 o

gha
fan
jha
/. d3"/
dha
Jqy
dha
fdy
bha
fory

anunasika
(Nasal)

ghosa

na
nf
fa
nf
na
i/
na
inf

H 4 g 9 q

jm/

antastha
(Approximant)

alpaprana

Ya
i
ra
iri

I

viad
Jw, of

usma/samghashri
(Fricative)
aghosa ghosa
mahaprana
ha
g R/
<a
aq fe. i
sa
/sl
sa
4 s/



The extent of Devanagari-like scripts




How do we solve the transliteration
problem?

* Transliteration is very similar to translation
e |[nstead of words, we have characters

 However, it iIs much simpler
- No reordering
- Small vocabulary (except Chinese and Japanese Kanii)
- Regular grammar

« Similar to Vouquois triangle, you can transliterate at different
levels:

- Phoneme (like transfer based MT)
- Grapheme (like direct MT)



References
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http://www.omniglot.com/
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http://www.cfilt.iitb.ac.in/brahminet/

Thank You!
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