
  

An Introduction to Machine Translation & 
Transliteration

Anoop Kunchukuttan

Research Scholar
Center for Indian Language Technology

www.cfilt.iitb.ac.in
 

Department of Computer Science & Engineering 
IIT Bombay

anoopk@cse.iitb.ac.in 

www.cse.iitb.ac.in/~anoopk 

http://www.cfilt.iitb.ac.in/
mailto:anoopk@cse.iitb.ac.in
http://www.cse.iitb.ac.in/~anoopk


  

Machine Translation



  

What is Machine Translation?

Automatic conversion of text/speech from one 
natural language to another

e.g.
● Be the change you want to see in the world

● वह पररिवररन बननो जनो ससससारि मम ददेखनसा चसाहरदे हनो



  

Why do we need machine 
translation?

● 4 language families
● 22 scheduled languages
● 11 languages with more than 

25 million speakers
● 30 languages with more than 1 

million speakers
● Only India has 2 languages in 

the world’s 10 most spoken 
languages

● 7-8 Indian languages in the top 
20 most spoken languages



  

Translation Usecases

● Government
– Administrative requirements

– Education

– Security

● Enterprise
– Product manuals

– Customer support

● Social
– Travel (signboards, food)

– Entertainment (books, movies, videos)



  

Translation under the hood

● Cross-lingual Search
● Cross-lingual Summarization
● Building multilingual dictionaries

Any multilingual NLP system will involve some 
kind of machine translation at some level



  

Why study machine translation?

● One of the most challenging problems in Natural 
Language Processing

● Pushes the boundaries of NLP
● Involves analysis as well as synthesis
● Involves all layers of NLP: morphology, syntax, 

semantics, pragmatics, discourse
● Theory and techniques in MT are applicable to a 

wide range of other problems like transliteration, 
speech recognition and synthesis



  

Why is machine translation difficult?

Language Divergence: the great diversity among languages of the 
world

● Word order: SOV (Hindi), SVO (English), VSO, OSV, 
● Free (Sanskrit) vs rigid (English) word order 
● Analytic (Chinese) vs Polysynthetic (Finnish) languages
● Different ways of expressing same concept
● Case marking systems
● Language registers
● Inflectional systems [infixing (Arabic), fusional (Sanskrit), agglutinative 

(Marathi)]

… and much more 



  

Why is machine translation difficult?

● Ambiguity
– Same word, multiple meanings: 

– Same meaning, multiple words: जल, पसानन,ननरि (water)

● Word Order
– Underlying deeper syntactic structure

– Phrase structure grammar?

– Computationally intensive

● Morphological Richness
– Identifying basic units of words



  

Taxonomy of MT systems



  

Vauquois Triangle



  

Statistical Machine Translation

Data driven translation



  

Parallel Corpus

The Noisy Channel Model
A very general framework 

for many NLP problems



  

The SMT Process

Training
● Given: Parallel Corpus

● Output: P(e), P(f|e)

– This is model learning
● Learning Objective: Maximize 

Likelihood

● Offline, one-time process

● Different translation models from 
different choice of P(f|e)

Decoding
● Given: 

– Sentence f in language F

– P(e) and P(f|e)
● Output: Translation e for f

● Online process, should be fast

● TM & LM are used for scoring 
translation candidates



  

Phrase-based Translation Model

● One of the most successful models

● Widely used in commercial systems like Google Translate

● Basic unit of translation is a phrase

● A phrase is just a sequence of words



  

So how the model look now?



  

Training a Phrase-based SMT 
system

● Building the Language Model
● Building the Translation Model

– Word Alignment (find word-level correspondences)

– Phrase Extraction (extract phrase pairs)

● Tuning



  

Building the Language Model

● Probability of a sentence e

– P(e)=P(e1,e2,...,ek)

   =Πi=1..kP(ei|ei-1..i-n+1)   

– Apply Chain Rule of probability 

– Markov Assumption: ith words depends only previous n-1 words (nth order Markov 
model)

● Estimate P(ei|ei-1..i-n+1) from a monolingual corpus

e.g. of a bigram (2-gram) language model

– P(book|the)=c(the,book)/c(the)

– A little complication: what happens if book never comes in the training corpus

– That's the complicated part of language modelling, let's skip it for now!



  

Word Alignment

● Central Task in Statistical Machine Translation
● Given a parallel sentence pair, find word level 

correspondences (alignment, let's say a)



  

But there are multiple possible 
alignments

Sentence 1



  

But there are multiple possible 
alignments

Sentence 2

How do we find the correct alignment?



  

Key ideas

● Co-occurrence of words
– Words which occur together in the parallel sentence are likely to be translations 

(higher P(f|e))

– Alignments which have more likely word-translation pairs are more likely (higher P(a)) 

– Its a chicken-and-egg problem!

– How to actually find the best alignment?

● Expectation-Maximization Algorithm
– Find the best hidden alignment

– A key algorithm for various machine learning problems
● Start with a random alignment
● Find P(f|e) given the alignments
● Now compute alignment probabilities P(a) with these new translation probabilities
● Do this repeatedly till P(f|e) does not change



  

At the end of the process

Sentence 2



  



  



  



  



  



  



  



  

Decoding

● Find best translation among a very large number of possible translations
● NP-hard problem: 10-word sentence, 5 translations per word: 105*10! ~ 362 billion possibe 

translations
● Look for approximate solutions

– Restrict search space: some word orders are not possible

– Incremental construction and scoring

– Remove candidates that are unlikely to eventually generate good translations



  



  

Richer Translation Models

● Syntax based SMT

● Factor based SMT

● Whole Document Translation



  

Building Parallel Corpus from 
Comparable Corpus

We could go further …. Unsupervised translation



  

Speech-to-Speech Translation



  

Image Text to Image Text 
Translation

Translation on smaller devices



  

Some more Interesting Problems

● Translation among Related Languages

● Scaling to larger corpora

● Deep learning and Machine Translation
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Transliteration



  

You are in Kerala … waiting to travel 
by bus

Not a hypothetical situation …. Read this: 
http://www.thehindu.com/todays-paper/tp-national/tp-kerala/call-to-bring-on-boar
d-bus-signage-in-three-languages/article5224039.ece
 

http://www.thehindu.com/todays-paper/tp-national/tp-kerala/call-to-bring-on-board-bus-signage-in-three-languages/article5224039.ece
http://www.thehindu.com/todays-paper/tp-national/tp-kerala/call-to-bring-on-board-bus-signage-in-three-languages/article5224039.ece


  

How do you translate Xi Xinping?

Xi Jinping is the President of China

शन चचनचफस ग चनन कदे  रिसाषषपचर हह

Ok, we got lucky here … but there are so many 
names you will not find in any corpus



  

Transliteration can simplify 
Translation



  

 Some Concepts

Natural Language: A system of communication among humans with sound

Script: A system of symbols for representing language in writing
– A language can have multiple scripts: 

Sanskrit is written in many scripts (Devanagari, Malayalam, Tamil, Telugu, Roman, etc.)

– A script can be used for multiple languages

Devanagari is used to write Sanskrit, Hindi, Marathi, Konkani, Nepali

Phoneme: basic unit of sound in a language that is meaningful

Grapheme: basic distinct unit of a script
– A phoneme can be represented by multiple graphemes

cut, dirt

– A grapheme can be used to represent multiple sounds

cut, put



  

What is transliteration?

Transliteration is the conversion of a given name in the source 
language (from source script) to a name in the target language (target 
script), such that the target language name is: 

● phonemically equivalent to the source name 

मममबई  → Mumbai

● conforms to the phonology of the target language

नरिदेरनद   → ਨਰਰਰਦਰ (नरिमदरि)

● matches the user intuition of the equivalent of the source language 
name in the target language, considering the culture and orthographic 
character usage in the target language

 ആലപപഴ (aalappuzha)→ Alappuzha



  

Isn't it easy to just map characters 
from one script to another?

● Local spelling conventions

लरसा in Roman: Latha (South India) vs Lata (North India)

Laxmi → लक्षमन
● Missing sounds

 കകകഴഴകകകടട (kozhikkoT)→ कनोचषिक्कनोड (koShikkod)

● Transliterate or translate

 കകകഴഴകകകടട (kozhikkoT) → Calicut

● Transliteration variants

ममसबई, मममबई



  

Why English spellings caused 
trouble in school ...

ionize vs nation

fish can be pronounced as ghoti

gh as in tough 

o as in women

ti as in nation

Ambiguity in character to sound mapping



  

… and Hindi spellings didn't 
Unambiguous mapping from character to sound

Rememember the varnamala? – organized according to 
scientific principles



  

The extent of Devanagari-like scripts



  

How do we solve the transliteration 
problem?

● Transliteration is very similar to translation
● Instead of words, we have characters
● However, it is much simpler

– No reordering

– Small vocabulary (except Chinese and Japanese Kanji)

– Regular grammar

● Similar to Vouquois triangle, you can transliterate at different 
levels: 
– Phoneme (like transfer based MT)

– Grapheme (like direct MT)
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Thank You!
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