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Languages differ in expressing
thoughts: Agglutination

Finnish: “istahtaisinkohan”
English: "I wonder if | should sit down for a while"

Analysis:

Ist+ "sit", verb stem

ahta + verb derivation morpheme, "to do something for
a while"

Isi +  conditional affix
n+ 1st person singular suffix
ko + question particle

han a particle for things like reminder (with
declaratives) or "softening" (with questions and
Imperatives)



Two approaches to NLP: Knowledge Based
and ML based

Classical NLP

Linguist A
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Empiricism vs. Rationalism

e Ken Church, “A Pendulum Swung too Far”, LILT, 2011

— Avallability of huge amount of data: what to do with it?
— 1950s: Empiricism (Shannon, Skinner, Firth, Harris)

— 1970s: Rationalism (Chomsky, Minsky)

— 1990s: Empiricism (IBM Speech Group, AT & T)

— 2010s: Return of Rationalism?

Resource generation will play a vital role in this revival
of rationalism
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Annotation



Definition

(Eduard Hovy, ACL 2010, tutorial on annotation)

e Annotation (‘tagging’) is the process of adding
new information into raw data by human
annotators.

e Typical annotation steps:
— Decide which fragment of the data to annotate
— Add to that fragment a specific bit of information
— chosen from a fixed set of options



Example of annotation: sense
marking

Teh_4187 oAU 2MY_1138 & 3]EN 3123 sl #FIT_1189 ol HIATTSIeh_43540 Sitdel_125623
SIEd_48029 BT & 3o fSAET_16168 & T 4187
fREQ 120425 # 3f0& 42403 S9Tg_113368 T B

(According to a new research, those people who have a busy social life, have larger space in a part of
their brain).

AT TGUASH H Y Ueh 4187 MY_1138 & HJHR_3123 FHg_4118 odli_1189 & f&AwT_16168
& Thel ¥ UdT 11431 ol & AN 16168 & Us 4187 REAT 120425 UiAETET AAToIS 43540
cTEaATHT 1438 & AU 328602 AHAET 166

o foIT U187 38861 §¢ 25368 ST gl IE AT 1138 58 <N 1189 W fhar T HTH 3T

37 13159 3R fRAET 16168 Hr TS & 3Mes_128065

foT arw| AT 413405 EH 14077 & 9T 227806 & T oheit 1189 & &N Acafdher
HfWF 42403 § 3% GANT 16168 & AT

arelm fREAT_120425 &Y 130137 &l 1189 &r JeoleT H_38220 31f8eh_42403 §31_426602 gl
fGHATT 16168 o1 TiHTSTAT arelm fa&dr_120425

HIGTHT_1912 3R AIAH_42151 [AfA_1652 @ FST § 3T AGT212436 ST &l




Ambiguity of SI19TT (People)

oIaT, STeT, oleh, STAATAH, Ufeear - Teh I 3T8H
afed "ol & fad H FHIH F=T TIfRT"

— (English synset) multitude, masses, mass, hoi_polloi,
people, the great_unwashed - the common people

generally "separate the warriors from the mass" "power
to the people”

- gferam, g, §UR, fea, Srd, STel, ST, STAv,
STHATE, Wi, gfdrard, gfadrarel, ol - AR 3 6
aTer olrar " HEIHT JITEft T HFHIA QI GfAaT Xt 81 #
W%ﬁwﬁmlmﬁgﬁwﬂ@$w
ST

— (English synset) populace, public, world - people in
general considered as a whole "he is a hero in the eyes
of the public”




Sense Marked corpora in Marathi

CyansmaNRE 110076 § FRa 11502 SRCHve 46868 SWHRE 196 dmvel 29601 W HE.
firseermn=dn_ 43064 Fon_ 11642 =wRm_ 151743 9H®M_ 123565 #F1 311083 Wi 46726 & 3.
e it e 1923 mUR S Ye 253701 GWRITEEl 15499 s@1 451582 TR 15828
FEE BT EE_ 3373 B e e, g funame 11120 T S e 42949 WE 153030 HE.
fivseier 8 o5 123879 wievr_ 13871 AFN_ 46348 WIRAE_ 11009 wFd 451582 @wfoy 13980
AEN 14696 Wi 41661 wudE gwidl 1923 e 4118 Fasedd oHH 16187 9 % H.

kv el e 1923 wevrel = 9o 253701 wRT 15499 #@1_ 451582 w1 15828

Snapshot of a Marathi sense tagged paragraph



Structural annotation

Raw Text: “My dog also likes eating sausage.”

(ROOT
(S
(NP
(PRP$ My) (NN dog))
(ADVP (RB also))
(VP (VBZ likes)
(S (VP (VBG eating)
(NP (NN sausage))))) (. .)))

poss(dog-2, My-1)
nsubj(likes-4, dog-2)
advmod(likes-4, also-3)
root(ROOT-0, likes-4)
xcomp(likes-4, eating-5)
dobj(eating-5, sausage-6)



Good annotators and good annotation
designers are rare to find

* An annotator has to understand BOTH language
phenomena and the data

 An annotation designer has to understand BOTH
linguistics and statistics!

Linguistics and

. —— Annotator Data and
Language phenomena T

statistical phenomena




Penn tag set

CC  Coord Conjuncn and but,or | NN MNoun, sing. or mass  dog

CD  Cardinal number ane, two MMNS MNoun, plural dogs
DT  Determiner the some NMP Proper noun, sing. Edinburgh
EX  Existential there there NMMNPS  Proper noun, plural Orkneys
FW  Foreign Word mon dieu PDT Predeterminer all, both
IN Freposition of.in, by POS Possessive ending s

Jl Adjective big PP Personal pronoun | you,she
JJR  Adj., comparative  bigger PFP% Possessive pronoun my.one's
JIS  Adj., superlative biggest RE Acverh guickly
LS List item marker 1,0ne RER Adverb, comparative  faster
MDD Maodal can,should | RBS Adverh, superlative fastest




VB

VBD

VBG

VBN

VBP

VBZ

TO

Penn Tagset cntd.

Verb, base form
subsumes imperatives,
infinitives and subjunctives

Verb, past tense
includes the conditional
form of the verb to be

Verb, gerund or persent
participle

Verb, past participle

Verb, non-3rd person
singular present

Verb, 3rd person singular
present

to

Language Phenomena

|

To
1. | wantto danc
2. | went to dange
3. | went to dance parties
v
NNS & VBZ
1. Most English nouns can
2. actas verbs
3. Noun plurals have the
4. Same for as 3pS verbs

Christopher D. Manning. 2011. Part-of-Speech Tagging from 97% to 100%: Is It Time for Some Linguistics?
In Alexander Gelbukh (ed.), Computational Linguistics and Intelligent Text Processing, 12th International
Conference, CICLing 2011, Proceedings, Part I. Lecture Notes in Computer Science 6608, pp. 171--189.




Indian Language Tag set: Noun

sl. Category Label Annotation Examples |
No Convent ion#*
Top level Subtype Subtype
(level 1) (level
2

1 Noun N N ladakaa,
raajaa,
kitaaba

1.1 Commen NN N__NN kitaaba,
kalama,
cashmaa

1.2 Froper MNP N__NNP Wohan,
ravi,
rashmi

1.4 Nloe T N__ NST Uupara,
niice,

aage,




Scale of effort involved In annotation w»

e Penn Treebank

— Total effort: 8 million words, 20-25 man years (5
persons for 4-5 years)

* Ontonotes: Annotate 300K words per year (1 person per

year)
— news, conversational telephone speech, weblogs, usenet
newsgroups, broadcast, talk shows,

— with structural information (syntax and predicate argument
structure) and shallow semantics (word sense linked to an

ontology and coreference)
— In English, Chinese, and Arabic
 Prague Discourse Treebank (Czeck): 500,000 words,
20-25 man years (4-5 persons for 5 years)



Scale of effort In annotation >

Sense marked corpora created at IIT Bombay

http://www.cfilt.iitb.ac.in/wsd/annotated _corpus
English: Tourism (~170000), Health (~150000)
Hindi: Tourism (~170000), Health (~80000)
Marathi: Tourism (~120000), Health (~50000)

— 6 man years for each <L,D> combination (3 persons
for 2 years)



Serious world wide effort on
leveraging multiliguality

Greg Durrett, Adam Pauls, and Dan Klein, Syntactic
Transfer Using Bilingual Lexicon, EMNLP-CoNLL, 2012

Balamurali A.R., Aditya Joshi and Pushpak
Bhattacharyya, Cross-Lingual Sentiment Analysis for
Indian Languages using Wordent Synsets, COLING
2012

Dipanjan Das and Slav Petrov, Unsupervised Part of
Speech Tagging with Bilingual Graph-Based Projections,
ACL, 2011

Benjamin Snyder, Tahira Naseem, and Regina Barzilay,
Unsupervised multilingual grammar induction, ACL-
IJCNLP, 2009



Cooperative Word Sense
Disambiguation



Definition: WSD

* Glven a context:
— Get “meaning’s of
e a set of words (targetted wsd)
e or all words (all words wsd)

 The “Meaning” Is usually given by the id of
senses In a sense repository

—usually the wordnet



Example: “operation” (rom princeton Wordnet)

 Operation, surgery, surgical operation, surgical procedure, surgical
process -- (a medical procedure involving an incision with instruments;
performed to repair damage or arrest disease in a living body; "they will
schedule the operation as soon as an operating room is available"; "he
died while undergoing surgery") TOPIC->(noun) surgery#1

« Operation, military operation -- (activity by a military or naval force (as
a maneuver or campaign); "it was a joint operation of the navy and air
force") TOPIC->(noun) military#1, armed forces#1, armed services#1,
military machine#1, war machine#1

 mathematical process, mathematical operation, operation --
((mathematics) calculation by mathematical methods; "the problems at
the end of the chapter demonstrated the mathematical processes
involved in the derivation"; "they were learning the basic operations of
arithmetic") TOPIC->(noun) mathematics#1, math#1, maths#1



WSD for ALL Indian languages:
Critical resource: INDOWORDNET

Bengali
Urdu
Wordnet it Dravidian
Language
Wordnet Kashmiri

Wordnet

Wordnet \
Punjabi
UI |9! «— —> Wordnet

Wordnet \F

Wordnet
/ |
Marathi
“North East Wordnet
Language
Wordnet
—
Gujarati
W v Wordnet
Wordnet :
English

Wordnet



Language-Domain GRID

Languages
Hindi | Marathi | Tamil | Telugu | .. | .. | .. | Kannada
Tourism X
Health X
Finance

Domains | Sports

Politics

A grid of languages v/s domains. Each cell represents a language-domain pair. The Xs indicate
the cells for which data is available.

ldeal Goal: Given sufficient resources for one cell in the grid
we should be able to cater to all the cells in the grid



_~ (Lesk 1986)
Overlap -
Based

Preferred in multilingual Ve Wy '\[mmmd ..\[m e
. ) ] - (Banerjee and Pedersen 2003)
multi-domain scenarios

st Similarity
S2 —___ Measure e
~ Based —
—JL Approaches N

S6 - s7 |

Parameters:
similarity with
context words

Preferred in scenarios \ Graph Based ____— (Mihalcea 2005
. A \ppr saches — e

where high accuracy is
desired

"= (Agirre and Soroa 2009)

Parameters:
Sense Distributions
-occurrence Statistics

\u;\' rvised
/ Approaches

Monoling .nl

WSsD
Semi-
————— supervised — (Yarowsky 1995)
Approaches

Corpus = (Véronis 20(4)

_~ Induced o=l >

\ s .~ Senses - (Klapaftis and Manandhar 2008)
\, Unsupervised .~
Approaches ™ _ (Yarowsky 1992)
“~._ Dictionary

™ Defined < (Lin 1997)

Senses
“~ (Agirre et al. 2006)

——— (Navigli and Velardi 2005)

1 N
\Web  Dased (Agirre, Ansa, and Martinez 2001)

\FP BAChuS T (Mihalc

A TAXONOMY OF MONOLINGUAL APPROACHES FOR
WSD



Synset Based Multilingual Dictionary

Hindi

Marathi

Concepts L1 (English) L2 (Hindi) L3 (Marathi)
04321: a youth- | {malechild, boy} | {@S®T (ladkaa), | [FFT (mulgaa),
ful male person qrd  (baalak), | ST (porga)

a=aT (bachchaa)} | 917 (por)]

A sample entry from the MultiDict

Expansion approach for creating wordnets [Mohanty et. al.,

2008]

Instead of creating from scratch link to the synsets of

existing wordnet

Relations get borrowed from existing wordnet




Cross Linkages Between Synset

Hindi Synset o

Marathi Synset
/ °
cisadl [HW
\ ladakaa,

TorT /MW
mulagaa, qTe1d [HW2

baalak,
oA /MW2
poragaa, goar JHW3 | ®
bachcha,
R /M

U BRI /HW4
choraa
\'\
\/ ’

Members
Captures native speakers intuition

Wherever the word ladkaa appears in
Hindi one would expect to see the
word mulgaa in Marathi

For this work we do not use these
manual cross linkages as they have a
cost associated with them

Instead we assume that every word in
the Hindi synset is a translation of a
word in the corresponding Marathi
synset



Summary: two critical Resources
Needed For WSD

Wordnet: A repository
of senses and relations

S2

= between senses
S4 S5
S6 S7

Senses serve as class labels

Similarity metrics defined on
wordnet relations can contribute to
a scoring function for ranking
senses (sea::river)

Sole guiding factor for Knowledge
based approaches

Annotated Corpus: |

Words are manually
Annotated with their | —----
context-appropriate -

sense | =----

« Capture corpus specific
behavior

e Sense distributions
 Co-occurrence statistics




Balancing Resources — 5 scenarios

Annotated Corpus Aligned Wordnets

Scenario 1

Scenario 2

Scenario 3

Scenario 4

Scenario 5

in L1

X < X X

Seed

v

L X X X

Annotated Corpus
in L2

X

X

Varies

X

Seed



lterative Word Sense
Disambiguation

S* = arg m;ax('/\ * I (1—A)x* Z-V,- * V)
Assign senses to i€ & Similarity
Monosemous words, ) Sense 2|
L . < s ssVI€ASUres

then to disemous, ¥ Distributions ol e
then to trisemous Q Q Previously
And so on... Disambiguated Words

: : : : Mitesh Khapra, Sapan Shah, Piyush Kedia
and Pushpak Bhattacharyya,
*Projecting Parameters for Multilingual
Word Sense Disambiguation, (EMNLPQ9)

Iterative Disambiguation (IWSD)




Which parameters are important for
WSD

 Sense distributions are the most important
parameters for WSD

o Other parameters do not contribute much



Unsupervised WSD
(No annotation!)

Khapra, Joshi and Bhattacharyya, [JCNLP
2011



Hypothesis

e Sense distributions across

languages Is invariant!!

— Number of times a sense appears in a
language is uniform across languages!

— E.g., number of times the sense of “sun”
appears in any language through “sun” and its
synonyms remains the same!



ESTIMATING SENSE DISTRIBUTIONS

the part of an organism
that connects the head
to the rest of the body, S 1’”" (gafdan. gilaa,

Tt greevaa)

.S'j'"“"(mann, greevaa) <

S,Mma (maan, satkaar. respect S;hin (sammaan. aadar.
sanmaan) <€ Tt > i77at)

If sense tagged Marathi corpus were available, we could have
estimated

R . E(S™ST maan
P(ST"" |maan) = A )

O
#(S7", maan) + #(S5*", maan)

But such a corpus is not available



EM for estimating sense distributions

Problem:
» galaaitselfis ambiguous
snn * Itsraw countcannot be used as itis

3

S,™ satkaar

Symar ganmaan

5" greevaa

Solution:

» Its count should be weighted by
P(S1"™|gala)

~ hin
3

* hin
1

S;mar swar

- #(gardan) + #(gala) E-Step

P(S™ \maan) = —
(S |maan) Boordn)+.  {gola)t - #aadar) 4 . #{izzat)
P(S?m Z P(S{""|maan) - #(maan) + P(ST"%"|greeva) - #(greeva) M-Step

ala
g P(S"""|maan) - #(maan) + P(S{"%"|greeva) - #(greeva) + P(S3"""|awaa)) - #(awaa)) + P(S3"*" |swar) - #(swar)




Results & Discussions

Algorithms Tourism Health Our values

P()"l ) Rn‘ ) l:”-"n ) Pn“; ) Rnl ) F{)-"t )

al Cross Linkages
Probabilistic Cross Linkages

EEaas s s s SIne - sellaning datais avallable
Y ' first sense baseline

_ $-O-T-A Unsupervised Approach

S-O-T-A Knowledge Based Approach

Performance of projection using manual cross linkages is within 7% of Self-
Training

Performance of projection using probabilistic cross linkages is within 10-
12% of Self-Training — remarkable since no additional cost incurred in target
language

Both MCL and PCL give 10-14% improvement over Wordnet First Sense
Baseline

Not prudent to stick to knowledge based and unsupervised approaches —
they come nowhere close to MCL or PCL



Adding context to
the EM based approach

Bhingardive, Shaikh and Bhattacharyya, ACL 2013



Context as a bag of words

We treat the context as a bag of words

We assume that every context word independently
affects the sense of the target word.

Hence,

P(S|w,C)=]]P(S|w,c,)

¢;eC

where,

S 1s one of the candidate synsets of w,
C Is the sentential context,

c. I1s a word belonging to C.



Adding context
Basic EM formulation

hin * hin *
P(S™ | paan) = P(S," | patta) *#(patta) + P(S;™ | parna)*#( parna)

P(S" | patta)*#( patta) + P(S"" | parna)*#(parna) + P(S." | panna)*#( panna)

After adding the context

#(S,"" | patta, ped).#( patta, ped)

+ #(S™ | parna, ped).#( parna, ped)
#(S,™ | patta, ped).#( patta, ped)

+ #(S"" | parna, ped).#( parna, ped)

P(S™ | paan,zaad) =

+ #(S)"™ | panna, ped).#( panna, ped)



The Formulation

® The E-Step: s;* e synsets, (u)
ZP(ﬂLZ (S |—1) | V, b).#(V, b) a € context (U)

b e crosslinks, (a)

-~

P(S" |u,a)= | .
( | ) ZZP(ﬂLZ (SLl)l V, b) #(y b) Ve crossll.nkst (u,S L)
sy y e crosslinks,(u,S;*)
® The M-Step: s-2 € synsets,_ (v)

2 Plz, (8%)]u.2) #u.a) s e, (@
ZZP(@ (S")|z,b).#(z,b)

L2 z,b

P(S"% |v,b)=<

u e crosslinks_ (v,S™)

- L
z e crosslinks, (v,S;?)



Exact co occurences: rare to find

#(S,"" | patta, ped ).

+ #(S,™ | parna, ped).#(parna, ped)
#(S,"" | patta, ped).#(patta, ped)

+ #(S"" | parna, ped).#( parna, ped)

P(S™ | paan, zaad) =

+ #(S)" | panna, ped).#(panna, ped)



Add semantic relatedness

Instead of:
ZP(@ (S™)v, b)
P(S" |u,a)= ZL;ZP( (S")|y,b).#(y,b)
Use: :
> Pz, (%) v, D)G()
P(S* |u,a)= Zjbzp(m (S™)y.b).o(y.b)
- T

o (v, b) represents the semantic relatedness between the senses through
which "u'and "a' were translated to v' and b’ respectively.



Semantic Relatedness

Inverse distance relatedness is used. It is one of the
simplest path based measures.
1

T 1+d(cuc,)
where,
d(c,,c,) is the shortest distance

between c, and c, in wordnet.



Semantic Relatedness contd...

Hyponyny Hyponyny
Hyponyny Hyponyny
@ Context word
Meronym Hyponyny

Yy
Competing senses

Distance =1, S.R.= 1/(1+1)=0.5 Distance =5, S.R.= 1/(1+5)=0.16¢



RESULTS

EM-Context vs EM



Results
Hindi-Health corpus  Marathi-Health corpus

EM-Context mEM  WFS EM-Context BEM  WFS
80 80
70 70
60 60 i
L i BN o i
550 - — B — Ss0 § N
= O
Da0 o — 0 "0 0 w4 B B — -
“2-0-0-0 1 vl B BN N B
2000001 o 0 K 01 B 1
10-0-0-0-0-1- o' 8 -1 8 1 1.
O T T T T O

Noun Adv Adj Verb Overall Noun Adv Adj Verb Overall



Results contd...

Hindi-Tourism corpu: Marathi-Tourism corpu:

EM-Context mEM  WFS EM-Context BEM  WFS
80 70
70 o
60 g — - l B i
O o U 0 ol 0 '1- 0 50 + —]
: o -1 1 . 1
w4 -0 -0 -0 — B 0
LL 30 _ _ _ _ | L 30
200 -0 0 01 1 20 -0 -0 -0 0 1
0-08-0-0-80-1- 0080001 1
0 0

Noun Adv Adj Verb Overall Noun Adv Adj Verb Overall



Error analysis
Context as a bag of words

They were playing cards
Vaha patte khel rahe the.

Jg Ucd WAT g U |
Endorses the ‘cards’ sense

Stronaly related context words
Endorses the ‘leaf’ sense Endorses the ‘cards’ sense

FEUSF AT Icad DT Y |

Vaha ped ke neeche patte khel rahe the.
They were playing cards below the tree.

Semantic structure of the sentence can help in such
situations



Semantic roles (UNL

representation)
<sentence>
They play cards under the tree.
</sentence>
<litb>

agt (play(icl>act, equ>play):2.@present.@entry,
They(icl>pronoun):1)
obj (play(icl>act, equ>play):2.@present.@entry,
card(icl>game>thing):3.@pl )
plc (play(icl>act, equ>play):2.@present.@entry,
free(icl>woody_plant>thing):6.@def.@under )
</iitb>}

O
QO
e
>



Detecting Turnarounds In
Sentiment Analysis: Thwarting

Ramteke, Malu, Bhattacharyya, Nath, ACL
2013



Problem definition

e To detect Thwarting in text

Text
Document

Thwarted

The actors performed
well. The music was
enthralling. The
direction was good.
But, | still did not like
the movie.

System

Thwarted/
Not Thwarted

Not Thwarted

This camera has
everything that you
need. A Superb lens, an
amazing picture quality
and a long battery life. |
love it.



Definitions

« Sentiment Analysis: The task of identifying if a certain
piece of text contains any opinion, emotion or other
forms of affective content.

e Sentiment Polarity: The sentiment exhibited by the
document, sentence or word. It can be positive, negative
or an ordinal value between the two.

« Thwarting: The scenario where a minority of a
document’s content determines its polarity.



&
Discourse . \é"’
Features C}(\
S
Syntactical 38
Dependencies
S
Bag of Q?
Words Document Sentence  Aspect
Discrete Subjectivity
Ordinal Polarities /?U/
Value Bas A UOS(/
GO' 'OG/D/
S
Dictionary C/SV o
‘988,}7, ® o
Seed Set erg 45’7@491‘
7
OO,G/S Q
Ontology

Dimensions of Sentiment Analysis



Handling Data Skew

« Thwarting is a rare phenomenon and thus faces data
skew

« Approaches to handling data skew in other tasks
— Tao et al. (2006)
— Hido et al. (2008)
— Provost et al. (1999)
— Viola et al. (2001)



Domain Ontology

 Need for a weighting of entities related to a domain

« Domain Ontology: Aspects (entity parts) arranged in
the form of a hierarchy

* An ontology naturally gives such weighting
— Each level has a weight



H[ Picture, quality, image, photo, pq, pic ]

4{ Picture preview, picture review

HD, HDR

LCD, LED

Resolution, megapixel, MP, pixel

ISO

Display -

Contrast

\{ Sharpness |

,{ Focal length,

focus, AF, autofocus

J

%l Software |

T
Aperture

J

1 Cover, lenscover ]

%[ Viewfinder, finder, EVF, OVF ]

Camera,
point-and-
shoot, DSLR,
SLR,
photographic
camera

]

Lens

— ]{:
Slot

[ Gigabyte,GB, gigs ]
{
—9[ Speed, Shutter-speed

Release, Shutter-release ]

L
shutter Stabilization
J]I Exposure I

Panorama

Feature

)II Waterproof I

:= Hotshoe, shoe I
Adapter

Power, Switch

L{ Dpreview, Digital Preview ]
~>| Battery I

Jl Back-up l

Life

Display-size, 1080p, 720p

=

e[ Video-capability ]J
AI Video I— - L
~>| Body |7~

———)l Tripod, tripod-socket, tripod-stand
ﬁl Mic, Microphone I

Looks, Design

Finishing

>I] Ergonomics I

weight

Jl Portability I
i |

Camera Ontology

3[ Buttons ]—)[ Controls ] -
]:]I USB, port I

Rechargeable

Interchangeable

AN, AAA

CMOS

cCcD



Basic idea

From the perspective of the domain ontology,

the sentiment towards the overall product or
towards some critical feature mentioned near
the root of the ontology should be opposite to

the sentiment towards features near the leaves.




An B

dobj(love-2, design-5)

desigpr Mpressive-4, lens-2)
) 4 -3, pictures-2)
.2 nnnAd-A\
Tt Lens
1.125
Camera Design
( -1.25 Body — o5
Picture

Display — 175



Results

(4,3,2,1) 0.01179 0.3125 0.02272
(8,4,2,1) 0.01182 0.3125 0.02277
(20,15,10,5) 0.01179 0.3125 0.02272
(10,8,6,4) 0.01179 0.3125 0.02272

The Best AUC for the experiments was found out to be
56.3%
A Random Classifier is expected to have an AUC of 50%



Observations

 Need more principled approach to find weights
« Different Weight for nodes on the same level
— Body and Video Capabillity
* Individual tastes, not so critical
— Lens or the Battery
* More critical feature
e Learn Weights from corpus



ML Approach to Tackle Thwarting



Step 1: Extracting Weights

Let the polarities of domain aspects in a review be
represented by A4,,4, ... Ay.

Let the weights corresponding to each of these domain
aspects be represented by W, W, ... Wy.

Let the overall polarity of the document be P.
P = ZiAi * Wi
Also Minimize Hinge loss max(0,1 — P.W?'. A)



Modifications

 Intuition: Lower level nodes influence higher level node
polarities
— Percolate polarity of child to parent
 Three types of Percolation
— No percolation
— Complete Percolation
— Controlled Percolation
* Prior Bias towards weights



Step 2: Representing Reviews

We then extract a vector of values
ViV, ... Vy

from each review.
Each V; represents a weighted aspect polarity value.



Step 3: Extracting features

. Document polarity

. Number of flips of sign (i.e. from positive to negative
and vice versa) normalized by the number of terms in
the sequence

. The Maximum and the Minimum values in a sequence

. The length of the longest positive contiguous
subsequence

. The length of the longest negative contiguous
subsequence

. The mean of the values



Step 3: Extracting Features (contd.)

6. Total number of positive values in the sequence
7. Total number of negative values in the sequence
8. The first and the last value in the sequence

9. The variance of the moving averages

10. The difference in the averages of the longest positive
and longest negative contiguous subsequences



An Example

The lens Is impressive.
The pictures look good
but, somehow this
camera disappoints me. |
do not recommend it."

ice
Thv

Thy serages
The differenCew.. _—«geS of LPCS and LNCS

love the sleek design.  313,-0.05

31325
).05
1
1
0.003940625
2
2
0.0091
-0.05
0
0.081325



Experiments

Setup:
— Dataset by Malu (2012)

— We crawled: an additional 1000 reviews out of which 24
reviews were Thwarted

— Camera domain

— 2198 reviews 60 thwarted

— Ontology for domain specific features

— Data is skewed so weighing of classes employed
Inter annotator Agreement

Classification experiments

— 10 fold cross validation
Ablation Test

1. Reviews crawled from www.epinions.com



Results: Inter annotator Agreement

Cohen’s kappa : 0.7317

Agreement of 70% for the thwarted class
Agreement of 98% for the non-thwarted
ldentifying thwarting is difficult even for humans



Results: Classification - 1

Loss Type
Percolation Type Linear Hinge
No percolation 68.9 65.6
Controlled 66.89 62.39
Complete 67.65 63.43

Table 5.2: Results for non negative weights with prior

Loss Type
Percolation Type Linear Hinge
No percolation 69.01 67.42
Controlled 65.09 62.16
Complete 62.77 60.94

Table 5.3: Results for non negative weights without prior



Results: Classification - 2

Loss Type
Percolation Type Linear Hinge
No percolation 73.87 70.12
Controlled 81.05 77.17
Complete 63.85 60.94

Table 5.4: Results for unconstrained weights without prior

Loss Type
Percolation Type Linear Hinge
No percolation 73.99 70.56
Controlled 78.47 72.03
Complete 62.88 61.36

Table 5.5: Results for unconstrained weights with prior



Results: Ablation Test

Document Polarity 10.01%
Number of flips of sign 2.13%
The Maximum value in a sequence 1.24%
The Minimum value in a sequence 1.0%
The length of the longest positive contiguous subsequence 1.2%
The length of the longest negative contiguous subsequence 0.9%
The mean of the values 2.0%
Total number of positive values in the sequence 1.2%
Total number of negative values in the sequence 1.0%
The first value in the sequence 0.5%
The last value in the sequence 1.1%
The variance of the moving averages 5.0%

The difference in the averages of LPCS and LNCS 3.0%



String Kernels based Model

Convert the sequence of weighted polarities into a string
— 0.0091, -0.0061, 0.0313, -0.05 pnpn
Five classes for polarities

— Highly negative

— Slightly negative

— Zero

— Slightly positive

— Highly positive

Determined using mean and 2 standard deviations on
both sides

N-grams as features



Experiments and Results

« Same Dataset
 Weights from the optimal configuration

— Unconstrained weights, without prior and controlled
percolation

 AUC of 68.42



Observations and insights

 Ontology guides a rule based approach to thwarting
detection, and also provides features for SVM based
learning systems

» Percolating polarities is beneficial

 The Machine Learning based system scores over the
rule based system by 25 %

O
QO
e
>



Eye Tracking based Sense
annotation for the purpose of
building a sense
discrimination net

Salil Joshi, Diptesh Kanojia and Pushpak
Bhattacharyya,

IIT Bombay
(NAACL 2013, Atlanta, 11 June, 2013)



Insights from our earfier work (crowd sourced WSD)’

Humans need Context for Annotation

Tagging without context is often erroneous, and
also a cognitive load due to uncertainty

In supervised WSD, machines rely primarily on
prior sense distribution probability

Machines seem to be able to do best with just
P(S/W); context per se does not seem important

“A Study of the Sense Annotation Process: Man v/s Machine” published in GWC 2012



Questions

[Human Cognition in Sense Annotation

* What are the cognitive sub-processes associated
with the human sense annotation task?

[Lexicographer’s Difficulty

* \WWhich classes of words are more difficult to
disambiguate and why?



Eve-tracking

[Fixation

 Eye pause at a certain spot
 First data point

* Where someone is focusing, for how long and
possibly why

[Saccades

« Second data point
» Eye gaze movement from one position to another

[Scan Path

« Combination of fixations and saccades



Techniques for eye-tracking

- =z ':._'.:-- L
Most comfortable technique to measure gaze based on A bit more complicated way to measure gaze using electric potential
infrared light around the eye.

-": _I.- A S

“aF

The eye tracking glasses are used for broad range of mobile eye The ergonomic chin rest eye trécking device for high speed and
tracking studies. accurate measurements with a large visual field.

Image courtesy: www.smivision.com



Sense marker tool

|| SENSE MAEKER TOOL - BEC_NEWS 2010 7 10 friday 2.txt HEE

File Options Help =

E E] []Bold Size ilB iVI |Ehandas :v| :HINDI 'v|
il %= 110838 H &N sl 17867 &I A Slad_16 COerS Pane 633 H a1 49167 TEm-T 414212 iﬁﬁaﬁ_l???d & HIT 27622 é

ST FT g2 12968 F7 yAEE 411240 grzar_12860 Taow

Cre A LZI ﬂ'll—‘:IT_17573 %I

1413405 Zarary_128405 T STET_430147 9974_14036 F HATHa 7 4187 Hgeh Fid_15560 F Tar_113235 T

Sense Tagging
of Corpus files

105 &e5TaeT_117822 MR 110838 7 9r_19423 i 79 23430 ¥ ar=anzdt_13748 =1 fror_Fv_27861 &

4

- Assumes one

3, TR AN H HTE & AR A W H RIS &, 3T AN T 2T AER
sense per '

| ¥

-

discourse for

faster tagging
Marking words with Wordnet sense IDs

Comments : iComments |V| |N:2|V:0|ADV:0|AD]: 0| ' Remove ID




Faok and Fues

2000 words used for experimentation

Analysis done on data for open class words
(nouns, verbs, adverbs and adjectives)

Data from 6 lexicographers (3 skilled, 3 unskilled)
collected

Annotators used Sense-marker tool for tagging
the word senses

Gaze patterns analyzed



An example of eye movement

during sense marking

Lile daplions  |help

& i
m ===- EFLILE L,

= | HinDi |=

Edit Ward Bold Size |18 |+ | |[Chandat

B &1_49167 wiFE=ar_ 414212 3= 17774 F w2 Te22

America: USA or N
America?

A_43014F T3 14036 F AaRg 7F_4187 wF FT_15560 7 wA_113235 T

aiarH_128405 T

<]l= WORDS 3

GLOSS

Relations @

OFFSET :

o T T, P TE, T, TTE, TAECs_w_urE_WHiTH, TYE T

GLOS H T 99 w7 g “USA” sense
OFFSET :: MNOUN[TBET]
=J= WORDS : 3|TE, ST

;. WF TETE FAOE IEAT, TR AW T NET OB CHOTER 3 e O Pntes B, 39 SR dW SR A

sense

Frmoas |1

NOUN[10832]

1M F |V 0 ADY ;O] AR ;0

orth

“North America”

Cammints @ Commssns _"

Note: Ball size indicative of the fixation time; lines are saccades



Cognitive sub-processes in sense annotation:

Hypothesis Building: During annotation, the
lexicographer makes initial hypotheses regarding
meaning and domain of a word

N

Clue-word Searching: Consequently he/she looks for
contextual clues around the word to narrow down on 1
or at most 2 of the initial hypotheses

N/

Gloss Matching: The lexicographer then scans the
wordnet candidate senses of the word for synset words
and gloss to map their hypothesis to one of the senses

loss

Ttotal = Thypo+TcIue+Tg

*as discussed with the lexicographers, arguably our
Most important contributionn




Lexicographer Time Taken (seconds)

Skilled 0.33 0.74 1.16 2.24
Unskilled 0.74 1.56 4.44 6.75

Time variations between skilled and unskilled lexicographers

Unskilled lexicographers Skilled lexicographers

seconds I(seconds

Degree of

pouysemy --- T
aer(laana=to 56 2 663 03 12 1
bring)
SRR o) 09 142 22 453 05 064 114 224
to do)
ofdlell (jataanaa 07 245 593 909 025 039 062 119
— to express)

Time taken for verbs by lexicographers (examples)



Results : time taken for different

POS categories
10

NOUN
HVERB

0 ADVERB

B ADJECTIVE

Time (Seconds)

FrrT
F+4+4 b 1

Lexicographer

Time taken for different POS categories for skilled (A-C) and
unskilled (D-F) lexicographers



Ontological statistics (verbs)

Average of Time No. of
Ontology Taken words
ATy deh (Event) 1.870816444 11
3eieosd fhar (Verbs of Non-volition) 2.59201 1
TEATH I TshaT(Verb of State) 4.403871355 77
IRk HRIFTH bodily action 4.97281795 40
AT fohdT (Verb of Action) 5.376058091 11
YROMY ShaT (causative verb) 5.635743 5
HIYURI I (Communication) 5.895843818 11
TR I (Possession) 6.00231725 9
gRade1gdeh (Change) 6.517663706 17
fa=ITg@en (Destruction) 8.7992645 3
gier fohar (Verb of Occur) 12.06406657 7
ATk JTqEATHTh (Physical State) 13.4773335 2
AR @ fshaT (Verbs of Continuity) 17.896006 2
RIS (Act) 20.2321495 2
HAIA T8 qEATHTH (Mental State) 74.698983 1
Grand Total 5.896812948 199




Discussions

[ Cognitive sub-processes for Sense Annotation }
» Three stages: Hypothesis building, clue-word searching and gloss
matching
[Skilled vis unskilled lexicographers J

Unskilled T e >> Tejie
Skilled Tyoss ~ Teie, - 1atch on to the POS quickly

[ Maximum annotation time for verbs ]

High degree of polysemy
Senses are fine-grained
In some cases the hypothesis does not match the candidate senses

[ Adverbs and Adjectives J

Annotation time comparable to nouns
Adjective and adverbs’ proximity to the noun helps




Observations

v'Sense annotation process can be divided into 3 stages:
Hypothesis building (T,,,), Clue-word searching (T,.) and gloss
matching (T goss)

v'The theory can be verified by analyzing the gaze patterns
v'Skilled lexicographers annotate the words faster

v"have knowledge about the senses of a word (significantly
reducing the time T,)

v'Verbs take the highest time among the POS categories given the
high degree of polysemy and lack of exact senses

v'Adverbs and adjectives are easier to annotate given their
position near a verb or a noun

v Automating the process of identifying the clue-words from the

gaze patterns can lead to building a rich discrimination-net



Multiword Expressions

About half the lexical items in most languages
are multiwords!



Multi-Word Expressions (MWE)

— Necessary Condition
 Word sequence separated by space/delimiter
— Sufficient Conditions
* Non-compositionality of meaning
* Fixity of expression
—In lexical items
— In structure and order



Examples — Necessary condition

 Non-MWE example:

— Marathi: 3R gFhladehl STal

— Roman: sarakAra HakkAbakkA JZAle

— Meaning: government was surprised
« MWE example:

— Hindi: IS a1

— Roman: garlba navAjZa

— Meaning: who nourishes poor




Examples - Sufficient conditions
( Non-compositionality of meaning)

+  Konkani; 9rerd dredr
 Roman: poTAMta cAbatA
 Meaning: to feel jealous

» Telugu: T3¢0 3063 fgcﬁ,d)
Roman: ceVttu kiMXa pLIdaru
 Meaning: an idle person

« Bangla: 30T I
Roman: mAtira mAnuSa
* Meaning: a simple person/son of the soill



Examples — Sufficient conditions
(Fixity of expression)

In lexical items

e Hindi  English (1)

— usane muJe gAll d — life imprisonment

— ’;(lljsane mude gall pradAna — *lifelong imprisonment
. Bangla * English (2)

— jabajjlbana karadaMda = WSy inEnlE

— *jlbanabhara karadaMda — *Plenty of thanks

— *jabajjlbana jela



Examples — Sufficient conditions
(In structure and order)

e English example

— kicked the bucket (died)
— the bucket was kicked
(not passivizable in the sense of dying)

e Hindi example

— 3H &g
— umra kEda (life imprisonment)
— umra bhara kEda



Rules

Statistical

MW task (NLP + ML)

Onomaetopi
¢ Redupli-
cation

(tik tik,
chham
chham)

Non-
Onomaetopi
¢ Redupli-
cation

(ghar ghar)

Colloctions
or fixed
expressions

(many
thanks)

Non-redup
(Syn, Anto,
Hypo)

(raat din,
dhan doulat)

Idioms will be list morph + look up

Conjunct verb
(verbalizer list),
Compund verb
(verctor verb list)
(salaha dena, has
uthama)

_ NLP

Non-
contiguous
something

Non-
contiguous
Complex
Predicate



Summary

e Co-operative WSD

— Good linguistics (high quality linked wordnets) + Good
ML (novel EM formulation)

o Thwarting (difficult sentiment analysis problem)
— Good NLP (ontology) + good ML (string kernels?)

e Crowd sourced discrimination net for WSD (sense clues)

— Cognition study through eye tracking, leading to very
useful resource for ML



Conclusions

Both Linguistics and Computation needed: Linguistics is
the eye, Computation the body

It is possible to leverage the resources created for one
language in another

Language phenomenon - Formalization - Hypothesis
formation - Experimentation - Interpretation (Natural
Science like flavor)

Theory=NLP, Technique=ML



URLS

(publications) http://www.cse.litb.ac.in/~pb

(resources) http://www.cfilt.iith.ac.in




Thank you

Questions?



Challenge of POS tagging

Example from Indian Language



Tagging of Jo, vaha, kaun and their
Inflected forms In Hindi
and
their equivalents in multiple languages



DEM and PRON labels

« Jo_DEM ladakaa kal aayaa thaa, vaha cricket acchhaa
khel letaa hal

« Jo_PRON kal aayaa thaa, vaha cricket acchhaa khel
letaa hal



Disambiguation rule-1

o If
—Jo is followed by noun

e Then
—DEM
e Else



False Negative

 When there is arbitrary amount of text between the jo
and the noun

 Jo 7?7 bhaagtaa huaa, haftaa huaa, rotaa huaa,
chennai academy a koching lenevaalaa ladakaa kal
aayaa thaa, vaha cricket acchhaa khel letaa hal



False Positive

« Jo DEM (wrong!) duniyadarii samajhkar chaltaa hali,

 Jo DEM/PRON? manushya manushyoM ke biich ristoM
naatoM ko samajhkar chaltaa hai, ... (ambiguous)



False Positive for Bengall

« Je DEM (wrong!) bhaalobaasaa paay, sel
bhaalobaasaa dite paare

(one who gets love can give love)

« Je DEM (right!) bhaalobaasa tumi kalpanaa korchho,
taa e jagat e sambhab nay

(the love that you imagine exits, is impossible in this
world)



Will fail

e |n the similar situation for
—-Jis, Jin, vaha, us, un

 All these forms add to corpus
count



Disambiguation rule-2

o |f

—Jo Is oblique (attached with ne,
ko, se etc. attached)

e Then
—It 1Is PRON
e Else
—<other tests>



Wil fail (false positive)

In case of languages that demand agreement
between jo-form and the noun it qualifies

E.g. Sanskrit

Yasya PRON (wrong!) baalakasya aananam
drshtyaa... (jis ladake kaa muha dekhkar)

Yasya PRON (wrong!) kamaniyasya baalakasya
aananam drshtyaa...



Will also falil for

Rules that depend on the whether the noun following
jo/vaha/kaun or its form is oblique or not

Because the case marker can be far from the noun
<vaha or its form> ladakii jise piliya kil bimaarii ho
gayiii thii ko ...

Needs discussions across languages



DEM vs. PRON cannot be
disambiguated

IN GENERAL
At the level of the POS tagger
l.e.
Cannot assume parsing
Cannot assume semantics



POS critical for Parsing: Stanford
Parser output

Your query
My dog also likes eating sausage.

Tagging
My/PRP$ dog/NN also/RB Likes/VBZ eating/VBG sausage/NN
1.

Parse
(ROOT (S (NP (PRP$ My) (NN dog)) (ADVP (RB also)) (VP
(VBZ likes) (S (VP (VBG eating) (NP (NN sausage))))) (. .)))

Typed dependencies

poss(dog-2, My-1) nsubj(likes-4, dog-2) advmod(likes-4, also-
3) root(ROOT-0, likes-4) xcomp(likes-4, eating-5) dobj(eating-
5, sausage-6)



