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1. NEED OF QUERY EXPANSION
The Information Retrieval system described above works
very well if the user is able to convey his information need
in form of query. But query is seldom complete. The query
provided by the user is often unstructured and incomplete.
An incomplete query hinders a search engine from satisfy-
ing the user’s information need. In practice we need some
representation which can correctly and more importantly
completely express the user’s information need.

Figure 1 explains the need of query expansion. Consider
an input query “Sachin Tendulkar”. As a search engine de-
veloper we would expect that user wants documents related
to cricketer Sachin Tendulkar. Consider our corpus has 2
documents. First document is an informative page about
Sachin Tendulkar which contains the query terms where as
second document is an blog on Tendulkar which has various
adjectives related to Sachin Tendulkar like master blaster or
God of cricket but does not have query terms.
If we retrieve just based on occurrence of query terms, we
would mark second document as irrelevant but actually the
second document indeed talks about Sachin Tendulkar and
it very well relevant to the user’s information need. Thus
such documents cannot be retrieved if query is not modified.
Thus is it is intuitive that query needs to be expanded, but
how do we expand query ?
Following are some of the simple techniques of query expan-
sion,

• Finding synonyms of words, and searching for the syn-
onyms as well

• Finding all the various morphological forms of words
by stemming each word in the search query

• Fixing spelling errors and automatically searching for
the corrected form or suggesting it in the results

• Re-weighting the terms in the original query

• Creating a dictionary of expansion terms for each terms,
and then looking up in the dictionary for expansion

2. EXTERNAL RESOURCE BASED QUERY
EXPANSION

In these approaches, the query is expanded using some ex-
ternal resource like WordNet, lexical dictionaries or the-
saurus.These dictionaries are built manually which contain
mappings of the terms to their relevant terms. There tech-
niques involve look up in such resources and adding the re-
lated terms to query. Following are some of external re-
source based query expansion techniques. [5]

2.1 Thesaurus based expansion
A thesaurus is a data structure that lists words grouped to-
gether according to similarity of meaning (containing syn-
onyms and sometimes antonyms), in contrast to a dictio-
nary, which provides definitions for words and generally lists
them in alphabetical order. In this approach thesaurus is
used to expand the query terms and all the connected words
of query terms are added to query.

Thesaurus based system have been explored and put to use
by many organizations. A well known example for such sys-
tems is Unified Medical Language System (UMLS) [2004]
[3] used with MedLine for querying the bio medical research
literature. They maintain a controlled vocabulary which is
human controlled. The vocabulary contains similar terms
for each bio medical concept. Use of a controlled vocabu-
lary is common for domains which are well resourced

Qui and Frei ?? propose the use of similarity thesaurus for
query expansion. The build the thesaurus automatically us-
ing the domain specific data available. A thesaurus based
query expansion system works well only if we have a rich
domain specific thesaurus.

2.2 WordNet based expansion
WordNet is a lexical database for multiple languages. The
similar terms from multiple languages are connected via
synsets (set of senses). WordNet can be used to fetch re-
lated term for a particular term in multiple languages and
can help in satisfying user’s information need.

Approaches based on the use of external resources like Word-
Net for query expansion, though extensively studied, have
been eventually dropped. Voorhees et al. [ 2005 ] [20] use
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WordNet for query expansion and report negative results.
Synonyms terms were added to the query. He observed that
this approach makes a little difference in retrieval effective-
ness if the original query is well formed.

WordNet is also used by Smeaton et al.[1995] [18] along with
POS tagging for query expansion. Each query term was ex-
panded independently and equally. The interesting thing is
they completely ignored the original query terms after ex-
pansion. As a results of this precision and recall dropped but
they were able to retrieve documents which did not contain
any of the query terms but are relevant to the query.

Figure 2 summarizes the types of query expansion tech-
niques that have been explorer.

3. QUERY LOGS BASED EXPANSION
With the increase in usage of Web search engines, it is easy
to collect and use user query logs. Query logs are maintained
by each search engine in order to analyze the behavior of the
user while interacting with search engine. These kind of ap-
proaches use these query logs to analyze the user’s preference
and adds corresponding terms to query. This method can
fail when user wants to search something which is not at all
related to earlier searches.

Cui et al. [2002] [10] developed a system which extracts the
expansions terms based on user’s behavior which is stored
in form of query logs. They maintained a list of all the doc-
uments visited for a particular query. Probability of docu-
ment being visited when a particular query word is present
in a query is calculated to find the relevance of the docu-
ment.

Yin et al. [2009] [23] considered query log as bipartite graph
that connects the query nodes to the URL nodes by click
edges. Given a query node q and a URL node u, there will
be an edge (q, u) if u is among the clicked answers for query
q. They have recorded more than 10 percent improvement

over the baseline.

Random walk models are used to learn associations by com-
bining evidence from various lexical sources like WordNet.

4. RELEVANCE FEEDBACK BASED EXPAN-
SION

Relevance feedback based methods execute the initial query
on collection and extract top k documents. Then the ranked
document are used to improve the performance of retrieval.
It is assumed that the initial retrieved documents are rele-
vant and thus can be used to extract expansion terms. These
models fail when the initial retrieval algorithm of search en-
gine is poor. These models can be classified into following
types :

4.1 Explicit feedback from user
This an interactive approach in which the initial retrieved
documents are presented to user and the user is asked to
select the relevant documents. These models are not much
useful because users expect the system to be autonomous
and retrieve the results for the user. User would ultimately
get irritated by repeated interaction required from him for
each search. These type of models can be used for testing
search engines where developers are willing to interact with
the system.

4.2 Implicit feedback
This is a type of model in which the user’s feedback is in-
ferred by the system. The feedback can be inferred from
user’s behavior like : The pages which user opens for read-
ing, or pages on which user clicks once the results are dis-
played back to the user

4.3 Pseudo Relevance Feedback (PRF)
In Pseudo Relevance Feedback based models initial query is
fired and top k results are obtained. Then important terms,
mostly based on co-occurrence, from these documents are
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extracted and added to query. Then this expanded query
is re fired to retrieve final set of documents which are made
available to the user. The relevancy of expansion terms de-
pends upon the initial retrieved documents.

Pseudo relevance feedback captures the important terms
only based on co-occurrence. But only co-occurrence is not
enough for correctness of results. We need to consider se-
mantic and lexical properties of word. Also as the feedback
is independent of the user there is a chance of topic drift.
Figure 3 explains a typical work flow of how Pseudo Rel-
evance Feedback based information retrieval systems work.
Pseudo Relevance Feedback also called as Blind Feedback
automates the manual part of relevance feedback and has
the advantage that assessors are not required. [24]

Pseudo Relevance Feedback has been successfully applied in
various IR frameworks and has been proved to improve pre-
cision and recall of search engines.

Croft and Harper [1979] [8] first suggested this technique for
estimating the probabilities within the probabilistic model.
However, they also highlighted one fundamental problem -
topic drift which many of Pseudo Relevance Feedback based
system based especially if the initial retrieval is poor. Topic
drift is caused as a result of adding terms which have no
association with the topic of relevance of the query. Topic
drift can be formally defined as:

“Tendency of a search to drift away from the original
subject of discussion (and thus, from the query), or
the results of that tendency”. Several approaches have
been proposed to improve PRF by -

• refining relevant document set [16, 17]

• refining the expansion terms from PRF [4]

• using selective query expansion [5, 9]

• varying the importance of documents [19]

Lv and Zhai [2010] [14] proposed a positional relevance model
where the terms in the document which are nearer to the
query terms are assigned more weight. This works on basic
intuition that nearer the word to query term, more relevant
it is.

Chinnakotla [2010] [6] suggest use of an assisting language
to improve the performance retrieval of search engine. They
translate the query to an assisting language and perform
Pseudo Relevance Feedback twice, once for in query lan-
guage and other in assisting language. Then they merge
the expansion terms obtained from both the Pseudo Rele-
vance Feedback instances using translation and retrieve the
documents for expanded query. The assisting language is
chosen such that the mono lingual performance of the assist-
ing language should be high. Multilingual Pseudo Relevance
Feedback was performed using English assisting language for
French, German, Hungarian and Finnish languages. The re-
sults obtained by Chinnakotla [2010] [6, 7] are very promis-
ing and intuit us with a thought to extend these concepts
for Indian languages.

Atreya [2013] [2] suggests a very promising approach which
takes into account the structure of the documents while as-
signing priorities to the expansion terms. The intuition be-
hind the idea is that a term that occurs in title section of
a document is more important for that document than the
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term which occurs in the body. Title more compactly rep-
resents the entire document and thus it is very less probable
that title will have a word which is unrelated to the docu-
ment. The results were performed on Wikipedia document
collection which divides the document into 4 components
viz. Title, Body, Infobox and Categories. The results thus
obtained are very promising and improve the precision and
recall values by few percentage.

5. QUERY EXPANSION USING WIKIPEDIA
Wikipedia is the biggest encyclopedia available freely on the
web. Wikipedia content is well structured and correct. Li
et al. Many works suggest use of Wikipedia as source for
query expansion[1, 11, 20, 21, 22]. [2007] [13] proposed
query expansion using Wikipedia by utilizing the category
assignments of its articles. The base query is run against a
Wikipedia collection and each category is assigned a weight
proportional to the number of top-ranked articles assigned
to it. Articles are then re-ranked based on the sum of the
weights of the categories to which each belongs.

Milne et al. [2007b] [15] a search interface which offers a
domain-independent knowledge-based information retrieval
is developed using Wikipedia structure for query expansion.
They build there thesaurus based on Wikipedia articles. But
due to large size of Wikipedia corpus irrelevant results were
also retrieved.

Kaptein and Kamps [2009] [12] used Wikipedia link and
category information to expand the query. Category infor-
mation is used by calculating distances between document
categories and target categories. Observation was that cat-
egory information has more value than link information.

6. WHY PSEUDO RELEVANCE FEEDBACK
?

• Pseudo relevance feedback based methods are indepen-
dent of any external lexical resource and thus a un-
known word does not hinder the retrieval effectiveness
of an Information Retrieval system.

• Large number of experiments and case studies give
an indication that Pseudo relevance feedback systems
work far better than the traditional external resource
based system.

• External resources like WordNet, thesaurus may not
be available for some languages in which case Pseudo
Relevance feedback would seem the only option for
query expansion.

• Pseudo Relevance Feedback extracts lexically and se-
mantically related terms to query and thus documents
which talk about query but do not contain query terms
can be retrieved.

• Especially if the search engine is built for a resource
scarce language like Hindi, Marathi, etc. it is possible
that some of the user queries would result in very few
documents retrieved.

• It is important the we provide documents which are
somewhat relevant to user query. Pseudo relevance
comes in handy for such queries.

For above mentioned reasons, we select Pseudo Relevance
Feedback as our baseline and expand upon it.
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